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ABSTRACT 
A technique for grouping different modulation schemes in a 

nodal management network (by clustering identically 

modulated nodes) is presented in this paper. The modulation 

tracking scheme localizes a specific node (allocated with a 

unique, but dynamically varying modulation scheme). The 

clustering mechanism to group the identical nodes exists 

intrinsically. The proposed modulation identification scheme 

and clustering mechanism are implemented using high speed 

architectures and the performance of the proposed approach is 

validated for multiple modulation scenarios.  
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1. INTRODUCTION   
In this paper, a generic framework is constructed for grouping 

similar nodes in a network. The framework provides an 

appropriate abstraction of specific detection mechanisms, and 

models the unique properties of modulation techniques. Based 

on the framework, different modulation schemes can coexist. 

The proposed work assures that corresponding nodes can 

collude at will. The results show that, this work is optimal in 

the sense that it identifies the largest number of corresponding 

nodes with minimal false positives. Grouping of various 

nodes into clusters has been vital to support some design 

objectives like scalability, energy saving, etc. Clustering aims 

at discovering groups and identifying the corresponding 

nodes. Clustering techniques for wireless communication 

proposed in the literature can be generally classified based on 

the overall network architectural and operation model and the 

objective of the node grouping process include the desired 

count and properties of the generated clusters. 

In the clustering process, there are no predefined classes and 

no examples that would show what kind of desirable relations 

should be valid among the data (unsupervised process) [8,19]. 

On the other hand, classification is a procedure of assigning a 

data item to a predefined set of categories. Clustering 

produces initial categories in which values of a data set are 

further classified during the classification process. 

Previous works [1,2] have tried to develop intelligent 

receivers that are capable of identifying the incoming 

modulation scheme and reconfigure themselves accordingly. 

However, these architectures support only a very limited 

number of constellations, thus limiting both generality and 

performance [13-15]. For nodal management in a network, 

modulation identification and clustering mechanism are 

employed. In a communication network, several nodes are 

connected together randomly. While transmitting data to the 

receiver, the modulation selector selects the appropriate 

modulation scheme. At the receiver, a modulation tracker 

tracks and recovers the data sent by the transmitter. The 

modulation tracking scheme is also used to identify a specific 

node allocated with a unique but dynamically varying 

modulation scheme.  The parameters used to identify the 

modulation include Signal Strength and Average response 

time. On completion of modulation tracking performance, 

clustering mechanism is performed. This can be adapted by 

identifying the identical nodes in the network, where the node 

address can differ from each other. The nodes with varying 

node address in a communication network are classified as 

active node and idle node. The active node undergoes node 

scanning process before transmission of data. The identical 

nodes which perform same type of modulation are clustered 

together and handled [16]. 

 

2.  RELATED WORK 
In this section, literature survey of various published 

clustering algorithms for wireless networks is presented. The 

observed parameters include efficient utilization of 

communication bandwidth within the clusters, avoiding 

redundant message transfer between the  nodes, localizing 

energy efficient route setup within the clusters, reduction in 

energy consumption, etc. [1], [2] made an analysis that 

reliable routing of packets from nodes to its base station is the 

most important task for the networks. Routing in wireless 

networks is bit more complex than other wired networks. The 

conventional routing protocols cannot be used due to its 

battery powered nodes. To support scalability, energy 

efficiency and efficient routing, nodes are often grouped into 

non-overlapping clusters. The survey of different distributed 

clustering algorithms (adaptive clustering algorithms)  based 

on some metrics such as cluster count, cluster stability, cluster 

head mobility, cluster head role, clustering objective and 

cluster head selection is done. [3] proposed an adaptive digital 

receiver architecture suitable for Software Defined Radio 

systems. This receiver is prepared to handle modulation 

schemes whose symbols belong to a linear, two dimensional 

signal space (such as M-PSK or M-QAM). It is capable of 

identifying key signal parameters (e.g., symbol rate and 

constellation) and, in an autonomous way, modifies its 

operation accordingly. Four aspects of self reconfiguration are 

addressed: baseband filtering, symbol synchronization, carrier 

synchronization and constellation recognition. The 

performance of the receiver is evaluated based on simulation 

results, and several usage scenarios for the proposed 

architecture are envisaged. [4] described that nodes may be 

part of several paths, and therefore nodes closer to the sinks 

may consume higher amounts of energy. This fact is the chief 

motivation, where modulation scaling over the nodes with 

more energy is performed in order to increase the lifetime of 

the nodes having lower energy reserves. Simulation results 

showed typical values of path lifetime expectancy of 50 to 

120 percent higher than comparable power-aware methods. 

[5] Chosen a time-interleaved architecture, with four FLASH 

channels each running at 1 GHz using offset clocks. The 
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desired resolution was achieved through careful device sizing 

in the preamplifier and comparators rather than relying on 

complex calibration schemes. Testing at the full designed 

speed was not possible due to problems with the on-chip test 

interface but these have been identified. They demonstrated 

the problem of high-speed data conversion for digital UWB 

receivers tractable in CMOS within a reasonable power 

budget. [6] Considered that nodes are often grouped into 

disjoint and mostly non-overlapping clusters to support 

scalability. They presented a taxonomy and general 

classification of published clustering schemes for different 

clustering algorithms. Comparison was done based on the 

clustering algorithms for the metrics such as convergence rate, 

cluster stability, cluster overlapping, location awareness and 

support for node mobility. 

The focus of this paper is to achieve high information 

assurance for wireless network applications. Several 

approaches have been proposed to detect and tolerate false 

information from corresponding nodes through sampling and 

redundancy. But they lack mechanisms to accurately identify 

corresponding nodes and perform various modulations, which 

is the focus of this paper. 

 

3. PROPOSED SCHEME  
The clustering of the nodes is performed in the following 

stages:  

Step 1: To classify a group of transmitting nodes into 

“Active” and “Idle” groups, as shown in figure 1.  

Step 2: Among given range of Node address, identify whether 

the nodes is live  

Step 3: Perform”Node scanning”.  

 

 

 

 

 

 

 

 
 

Fig. 1 Flow chart for node address identification 
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Note: CCMM-Communication and Control Message 

Management 

4. EXPERIMENTAL SETUP 
When a data is to be transmitted over the wireless 

network, the modulator selector selects the appropriate 

modulation scheme from the different kinds of modulations  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Such as ASK modulation, FSK modulation, PSK modulation, 

QPSK modulation and BPSK modulation. Individual data can 

choose their own appropriate modulation best suited for 

transmission through wireless medium. The data must be 

transmitted error-free and at low signal to noise ratio with 

acceptable signal strength.  

When a data is to be received over the wireless network, the 

modulator tracker selects the appropriate demodulation 

scheme from the different kinds of demodulations such as 

ASK, FSK, PSK, QPSK and BPSK. The error free data 

received by the receiver 

 

4.1 REAL TIME STUDY 

In the chosen communication network, the data is to be 

transmitted through the nodes in an optimal pathway [17]. 

Based on the performance of the different modulation scheme, 

the lane can differ and travel accordingly. The experimental 

setup consists of fifty nodes, with hardware set up compatible 

for Zedex board with Matlab/GUI support with Linux OS. 

High speed links for interconnects with user programmable 

modulation schemes for a wide range of channel modeling is 

also supported. The data can be modulated in one of the 

possible six modulation schemes namely (i) ASK, (ii) FSK, 

(iii) PSK, (iv) OOKD, (v).QPSK, ( vi) BPSK. Figure 4 shows 

the eight communication nodes clustered together based on 

identical modulation scheme. The optimal path through which 

the data is transferred from  S1 to S2 is also shown i.e., 

S1S4 S6 S7 S3 S8 S5 S2. The path is chosen 

so as to maintain uniform signal to noise ratio and 

compensates channel effects [18]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4 Connectivity between all mobile nodes 
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5. RESULTS AND DISCUSSION 
Case (i)     

Based on the connectivity of various nodes in a 

communication network, they are clustered according to the 

modulation schemes performed. While transmission, the 

active node alone sends data to the receiver. The modulation 

selector envelopes all the carried signals and selects any one 

of the specialized modulation schemes such as ASK, FSK, 

PSK, QPSK and BPSK etc., The node with different node 

address provides the average response time and they are 

clustered in accordance to the various modulations performed. 

For study, 22 nodes are used (S1 to S22) and they perform 

different modulations depending on the channel conditions. 

For example the nodes that undergo ASK modulations are S1, 

S2, S3, S4, S5, S6, S7, S8, S10, S15, S17, S18, S19, S20 and  

S22 and are clustered together and named as node label A. 

Then the two identical nodes S9 and S11 performs FSK 

modulation are clustered together and named as node label B. 

Nodes S14 and S16 performs PSK modulation are clustered 

and named as label C. Nodes S12 and S13 performs QPSK 

modulation are clustered and named as label D. Node S21 

alone performs BPSK modulation and named as label E. The 

individual and Partitioned Nodes details are shown in table 3, 

table 4 and figure 5. 

 

Table 3 Node ID’s Modulation type table 
 

Node 

Address 

Avg. 

Res. 

Time 

Losses 
Modulation 

Type 

Nod

es 

172.16.15.70 0.00 ms 0.00% ASK Modulation S1 

172.16.15.71 0.00 ms 0.00% ASK Modulation S2 

172.16.15.119 0.00 ms 0.00% ASK Modulation S3 
172.16.15.121 0.00 ms 0.00% ASK Modulation S4 
172.16.15.144 0.00 ms 0.00% ASK Modulation S5 
172.16.15.150 0.00 ms 0.00% ASK Modulation S6 
172.16.15.151 0.00 ms 0.00% ASK Modulation S7 
172.16.15.154 0.00 ms 0.00% ASK Modulation S8 
172.16.15.179 0.50 ms 0.00% FSK Modulation S9 
172.16.15.186 0.00 ms 0.00% ASK Modulation S10 
172.16.15.193 0.50 ms 0.00% FSK Modulation S11 
172.16.15.194 1.50 ms 0.00% QPSK Modulation S12 
172.16.15.195 1.50 ms 0.00% QPSK Modulation S13 
172.16.15.198 1.00 ms 0.00% PSK Modulation S14 
172.16.15.200 0.00 ms 0.00% ASK Modulation S15 
172.16.15.201 1.00 ms 0.00% ASK Modulation S16 
172.16.15.203 0.00 ms 0.00% PSK Modulation S17 
172.16.15.212 0.00 ms 0.00% ASK Modulation S18 
172.16.15.249 0.00 ms 0.00% ASK Modulation S19 
172.16.15.251 0.00 ms 0.00% ASK Modulation S20 
172.16.15.253 3.00 ms 0.00% ASK Modulation S21 
172.16.15.254 0.00 ms 0.00% BPSK Modulation S22 
 

 
 

Fig. 5 Clustered Nodes after first scan (based on similar 

modulation type) 

 

 

Table 4 Partitioned Nodes Clustered together 

Node Label  Nodes 

A 
S1,S2,S3,S4,S5,S6,S7,S8,S10,S15,S1

6,S18,S19,S20,S21 

B S9,S11 

C S14,S17 

D S12,S13 

E S22 

 

A: ASK; B: FSK; C: PSK; D: QPSK; E: BPSK; 

 

Case (ii) 

Table 5 Node ID’s modulation type table 

 

Node 

Address 

Avg. 

Res. 

Time 

Losses Modulation Type 
Nod

es 

172.16.15.70 0.00 ms 0.00% ASK Modulation S1 

172.16.15.71 0.00 ms 0.00% QPSK Modulation S2 

172.16.15.119 0.00 ms 0.00% BPSK Modulation S3 
172.16.15.121 0.00 ms 0.00% PSK Modulation S4 
172.16.15.144 0.00 ms 0.00% ASK Modulation S5 
172.16.15.150 0.00 ms 0.00% ASK Modulation S6 
172.16.15.151 0.00 ms 0.00% FSK Modulation S7 
172.16.15.154 0.00 ms 0.00% ASK Modulation S8 
172.16.15.179 0.50 ms 0.00% FSK Modulation S9 
172.16.15.186 0.00 ms 0.00% ASK Modulation S10 
172.16.15.193 0.50 ms 0.00% FSK Modulation S11 
172.16.15.194 1.50 ms 0.00% FSK Modulation S12 
172.16.15.195 1.50 ms 0.00% PSK Modulation S13 
172.16.15.198 1.00 ms 0.00% ASK Modulation S14 
172.16.15.200 0.00 ms 0.00% FSK Modulation S15 
172.16.15.201 1.00 ms 0.00% ASK Modulation S16 
172.16.15.203 0.00 ms 0.00% ASK Modulation S17 
172.16.15.212 0.00 ms 0.00% FSK Modulation S18 
172.16.15.249 0.00 ms 0.00% PSK Modulation S19 
172.16.15.251 0.00 ms 0.00% FSK Modulation S20 
172.16.15.253 3.00 ms 0.00% ASK Modulation S21 

172.16.15.254 0.00 ms 0.00% OOKD Modulation S22 
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Fig. 6 Clustered Nodes after second scan 

 

Table 7 Host Nodes Clustered Together (2nd Scan) 
 

Node 

Label 
Nodes 

A S1,S5,S6,S8,S10,S14,S16,S17,S21 

B S7,S9,S11,S12,S15,S18,S20 

C S4,S13,S19 

D S22 

E S3 

F S2 

 

A: ASK, B: FSK, C: PSK, D: OOKD, E: BPSK, F: QPSK  

 

6. CONCLUSION 

 
The node management provides overall trustworthiness in the 

network by the appropriate selection of modulation scheme as 

the corresponding nodes are clustered together. The results 

show that such an optimal modulation scheme can lead to the 

effective transmission of data over the complete wireless 

network. The work is ideally suited for designing MIMO 

system with high speed reconfigurable I/O interfaces. 

Performance metrics suited for clustered MIMO systems is 

also presented. Our work deliberates in precise identification 

of corresponding active nodes in the cluster and on 

authenticating multiple modulation scenarios. Our future work 

concentrates in a more specific analysis and implementation 

of various clustering algorithms under different modulations. 
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