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ABSTRACT 

In data mining, association rule mining is very strong and 

limited by the huge amount of delivered rules, because of 

these so many problems facing to implementation. To 

overcome these drawbacks, several methods were 

proposed in the literature such as item sets concise, 

redundancy reduction, and post processing.  Based on 

statistical information by using these methods the 

extracted rules may not be useful for the user. Thus, it is 

crucial to help the decision-controller with an efficient 

post processing step in order to reduce the number of 

rules. In this paper we have implemented a new 

interactive approach using cost complexity pruning and 

filter discovered rules, by using this approach we have to 

reduce the tree size with minimum number of error of 

validation set.  

Key Words: clustering, classification, and association 

rules, knowledge discover database 

1. INTRODUCTION 

Association rule mining, introduced in [1], is one of the 

most important tasks Knowledge Discovery in large 

Databases [2]. It aims to discover the implicative 

tendencies between the frequent data items in the 

databases that can be valuable information for the 

decision-controller. 

An association rule is defined as the implication form of 

X -> Y, described by using two measures support and 

confidence, where X and Y are the sets of items and X ∩ 

Y = ǿ. Apriori [1] is the first algorithm proposed in the 

association rule mining field and many other algorithms 

were derived from it, it proposes to extract all association 

rules satisfying minimum thresholds of support and 

confidence. It is very well known that mining algorithms 

can discover a prohibitive amount of association rules; for 

instance, thousands of rules are extracted from a database 

of several dozens of attributes and several hundreds of 

transactions. Moreover, if we increase the support 

threshold, then the efficient algorithms are discovered 

rules are obviously less; these are interesting for the user. 

As a result, it is necessary to bring the support threshold 

low in order to extract valuable information. 

Unfortunately, the large volume of rules is generated to 

become almost impossible to use when the number of 

rules are overpasses 100. Thus, it is crucial to help the 

decision-controller with an efficient technique for 

reducing the number of rules. 

To overcome this drawback, several methods were 

proposed in the literature. On the one hand, different 

algorithms we reintroduced to reduce the number of item 

sets by generating closed [4], maximal [5] or optimal item 

sets [6], and several algorithms to reduce the number of 

rules, using non redundant rules [7], [8], or pruning 

techniques [9]. On the other hand, post processing 

methods can improve the selection of discovered rules. 

Different complementary post processing methods may be 

used, like pruning, summarizing, grouping, or 

visualization [10]. Pruning consists in removing 

uninteresting or redundant rules. In summarizing, concise 

sets of rules are generated. Groups of rules are produced 

in the grouping process; and the visualization improves 

the readability of a large number of rules by using adapted 

graphical representations. 

1.1. Knowledge Representation 

Knowledge-based systems have a computational model of 

some domain of interest in which symbols serve as 

surrogates for real world domain artifacts, such as 

physical objects, events, relationships, etc.  The domain of 

interest can cover any part of the real world or any 

hypothetical system about which one desires to represent 

knowledge for computational purposes. A knowledge-

based system maintains a knowledge base which stores 

the symbols of the computational model in form of 

statements about the domain, and it performs reasoning 

by manipulating these symbols. Applications can base 

their decisions on domain-relevant questions posed to a 

knowledge base. 

1.2. Association Rule Notations And  

Definitions 

The association rule mining task can be stated as follows: 

let I = {i1,i2,i3,….,in} be a set of literals, called items. Let 

D = {t1,t2,t3,….,tn}  be a set of transactions over I. A 

nonempty subset of I is called item set and is defined as X 

={ i1,i2,i3,….,ik } In short, item set X can also be denoted 

as X  =  i1,i2,i3,….,in. For an item set, the number of items 
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is called length of the item set and an item set of length k 

is referred to as k-itemset. Each transaction ti contains an 

item set i1,i2,i3,….,ik  with a variable k number of items for 

each ti 

Definition 1. Let X is subset of  I and T subset of  D. We 

define the set of all transactions that contain the item set X 

as: 

                             

Similarly, we describe the item sets contained in all the 

transactions T by: 

                                   

Definition 2. An association rule is an implication X→ Y, 

where X and Y are two item sets and X \ Y ¼ ;. The 

former, X, is called the antecedent of the rule, and the 

latter, Y, is called the consequent. 

A rule X → Y is described using two important 

statistical factors: 

The support of the rule, defined as supp (X→ Y) 

= supp(X U Y) = |t(X U Y)|, is the ratio of the number of  

transactions containing X U Y. If supp (X→ Y) = s, s % 

of transactions contains the item set  X U Y 

The confidence of the rule, defined as con f(X → 

Y ) = supp( X → Y)/ =supp(X) =  supp(X U Y)/ 

=supp(X)=c, 

Is the ratio (c %) of the number of transactions 

that, containing X, also contains Y. 

1.3. User-Driven Association Rule Mining 

Interestingness measures were proposed in order to 

discover only those association rules that are interesting 

according to these measures. They have been divided into 

objective measures and subjective measures. Objective 

measures depend only on data structure. Many survey 

papers summarize and compare the objective measure 

definitions and properties [13], [14]. Unfortunately, being 

restricted to data evaluation, the objective measures are 

not sufficient to reduce the number of extracted rules and 

to capture the interesting ones. Several approaches 

integrating user knowledge have been proposed. In 

addition, subjective measures were proposed to integrate 

explicitly the decision-maker knowledge and to offer a 

better selection of interesting association rules. 

Silbershatz and Tuzilin [3] proposed a classification of 

subjective measures in unexpectedness—a pattern is 

interesting if it is surprising to the user—and 

actionability—a pattern is interesting if it can help the 

user take some actions. 

As early as 1994, in the KEFIR system [15], the key 

finding and deviation notions were suggested. Grouped in 

findings, deviations represent the difference between the 

actual and the expected values. KEFIR defines 

interestingness of a key finding in terms of the estimated 

benefits, and potential savings of taking corrective actions 

that restore the deviation back to its expected value. These 

corrective actions are specified in advance by the domain 

expert for various classes of deviations. Later, 

Klemettinen et al. [16] proposed templates to describe the 

form of interesting rules (inclusive templates) and not 

interesting rules (restrictive templates). The idea of using 

templates for association rule extraction was reused in 

[17]. Other approaches proposed to use a rule-like 

formalism to express user expectations [3], [10], [18], and 

the discovered association rules are pruned/summarized 

by comparing them to user expectations. Imielinski et al. 

[19] proposed a query language for association rule 

pruning based on SQL, called M-SQL. It allows imposing 

constraints on the condition and/or the consequent of the 

association rules. In the same domain of query-based 

association rule pruning, but more constraints driven, Ng 

et al. [20] proposed architecture for exploratory mining of 

rules. The authors suggested a set of solutions for several 

problems: the lack of user exploration and control, the 

rigid notion of relationship, and the lack of focus. In order 

to overcome these problems, Ng et al. proposed a new 

query language called Constrained Association Query and 

they pointed out the importance of user feedback and user 

flexibility in choosing interestingness metrics. 

Another related approach was proposed by An et al. in 

[21] where the authors introduced domain knowledge in 

order to prune and summarize discovered rules. The first 

algorithm uses data taxonomy, defined by user, in order to 

describe the semantic distance between rules, and in order 

to group the rules. The second algorithm allows grouping 

the discovered rules that share at least one item in the 

antecedent and the consequent. 

In 2007, a new methodology was proposed in [22] to 

prune and organize rules with the same consequent. The 

authors suggested transforming the database in an 

association rule base in order to extract second-level 

association rules. Called meta rules, the extracted rules r1 

! r2 express relations between the two association rules 

and help pruning/grouping discovered rules. 

2. ONTOLOGIES IN DATA MINING 

Ontology describes basic concepts in a domain and 

defines relations among them. Basic building blocks of 

ontology design include: classes or concepts, properties of 

each concept describing various features and attributes of 

the concept, restrictions on slots (facets). 

In knowledge engineering and Semantic Web 

fields, ontologies have interested researchers since their 

first proposition in the philosophy branch by Aristotle. 

Ontologies have evolved over the years from controlled 

vocabularies to thesauri (glossaries), and later, to 

taxonomies [23]. 

In the early 1990s, ontology was defined by 

Gruber as a formal, explicit specification of a shared 

conceptualization [24]. By conceptualization, we 

understand here an abstract model of some phenomenon 

described by its important concepts. The formal notion 

denotes the idea that machines should be able to interpret 

ontology. Moreover, explicit refers to the transparent 
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definition of ontology elements. Finally, shared outlines 

that an ontology brings together some knowledge 

common to a certain group, and not individual knowledge. 

Several other definitions are proposed in the literature. For 

instance, in [25], an ontology is viewed as a logical  

theory accounting for the intended meaning of a formal 

vocabulary, and later, in 2001, Maedche and Staab 

proposed a more artificial-intelligence-oriented definition. 

Thus, ontologies are described as (Meta) data schemas, 

providing a controlled vocabulary of concepts, each with 

an explicitly defined and machine processable semantics 

[11]. 

Depending on the granularity, four types of 

ontologies are proposed in the literature: upper (or top 

level) ontologies, domain ontologies, task ontologies, and 

application ontologies [25]. Top-level ontologies deal 

with general concepts; while the other three types deal 

with domains specific concepts. 

Ontologies, introduced in data mining for the 

first time in early 2000, can be used in several ways [26]: 

Domain and Background Knowledge Ontologies, 

Ontologies for Data Mining Process, or Metadata 

Ontologies. Background Knowledge Ontologies organize 

domain knowledge and play important roles at several 

levels of the knowledge discovery process. Ontologies for 

Data Mining Process codify mining process description 

and choose the most appropriate task according to the 

given problem; while Metadata Ontologies describe the 

construction process of items. 

In this paper, we focus on Domain and Background 

Knowledge Ontologies. The first idea of using Domain 

Ontologies was introduced by Srikant and Agrawal with 

the concept of Generalized Association Rules (GAR) [26]. 

The authors proposed taxonomies of mined data (an is-a 

hierarchy) in order to generalize/specify rules. In [27], it is 

suggested that ontology of background knowledge can 

benefit all the phases of a KDD cycle described in CRISP-

DM. The role of ontologies is based on the given mining 

task and method, and on data characteristics. From 

business understanding to deployment, the authors 

delivered a complete example of using ontologies in a 

cardiovascular risk domain. Related to Generalized 

Association Rules, the notion of rising was presented in 

[28]. Rising is the operation of generalizing rules (making 

rules more abstract) in order to increase support in 

keeping confidence high enough. This allows for strong 

rules to be discovered and also to obtain sufficient support 

for rules that, before raising, would not have minimum 

support due to the particular items they referred to. The 

difference with Generalized Association Rules is that this 

solution proposes to use a specific level for raising and 

mining. 

Another contribution, very close to [26], [27], uses 

taxonomies to generalize and prune association rules. The 

authors developed an algorithm, called GART [43], 

which, having several taxonomies over attributes, uses 

iteratively each taxonomy in order to generalize rules, and 

then, prunes redundant rules at each step. A very recent 

approach, [30], uses ontologies in a preprocessing step. 

Several domain-specific and user-defined constraints are 

introduced and grouped into two types: Pruning 

constraints, meant to filter uninteresting items, and 

abstraction constraints permitting the generalization of 

items toward ontology concepts. The data set is first 

preprocessed according to the constraints extracted from 

the ontology, and then, the data mining step takes place. 

The difference with our approach is that, first; they apply 

constraints in the preprocessing task, whereas we work in 

the post processing task. The advantage of the pruning 

constraints is that it permits to exclude from the start the 

information that the 

 

Fig 1: Description of the frame work 

User is not interested in, thus permitting to apply the 

Apriori algorithm to this new database. Let us consider 

that the user is not sure about which items he/she should 

prune. In this case, he/she should create several pruning 

tests, and for each test, he/she will have to apply the 

Apriori algorithm whose execution time is very high. 

Second, they use SeRQL in order to express user 

knowledge, and we propose a more expressive and 

flexible language for user expectation representation, i.e., 

Rule Schemas.  

The item-relatedness filter was proposed by 

Natarajan and Shekar [31]. Starting from the idea that the 

discovered rules are generally obvious, they introduced 

the idea of relatedness between the items measuring their 

similarity according to item taxonomies. This measure 

computes the relatedness of all the couples of rule items. 

We can notice that we can compute the relatedness for the 

items of the condition or/and the consequent, or between 

the condition and the consequent of the rule. 

While Natarajan and Shekar measure the item-

relatedness of an association rule, Garcia et al. developed 

in [32] and extended in [33] a novel technique called 

Knowledge Cohesion (KC). The proposed metric is 

composed of two new ones: Semantic Distance (SD) and 

Relevance assessment (RA). The SD one measures how 

close two items are semantically, using the ontology—

each type of relation being weighted differently. The 

numerical value RA expresses the interest of the user for 

certain pairs of items in order to encourage the selection 

of rules containing those pairs. In this paper, the ontology 

is used only for the SD computation, differing from our 

approach which uses ontologies for Rule Schemas 

definition. Moreover, the authors propose a metric-based 

approach for item set selection, while we propose 
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pruning/filtering schemas based method of association 

rules. 

 Pruned subtree: For any tree T, T2  is a pruned subtree of 

T if T2  is a tree with the same root node as T and all nodes 

of T′ are also nodes of T . Denote T′_T if T′ is a pruned 

subtree of T . 

Given a tree T and a real number α  , the cost-complexity 

risk of T with respect to α is 

       

                     

Where    is the number of terminal nodes and 

R(T) is the re-substitution risk estimate of T  

  

To generate a sequence of pruned subtree in step 

1, the cost – complexity pruning technique developed by 

Breiman et. At. 1984 is used. In generating the sequence 

of subtree, only the learning sample is used.  Given any 

real value 

                                         and an 

initial tree T0, there exists a sequence of real values  - ∞ < 

α1 = αmin < α1 <  α2 < α3…..<+∞  and a sequence of pruned 

subtree T0 > T1 > … Tk such that the smallest optimally 

pruned subtree of T0 for a given α is 

 

Where 

 

 

    
  is the branch of Tk stemming from node t, and 

R(t) is the re-substitution risk estimate of node t 

based on the learning sample. 

3. FILTERS 
In order to reduce the number of rules, three filters 

integrate the framework: operators applied over rule 

schemas, minimum improvement constraint filter [12], 

and item relatedness filter [31]. Minimum improvement 

constraint filter [12] ( MICF) selects only those rules 

whose confidence is greater with minimp than the 

confidence of any of its simplifications. We are taken the 

example from [34].  

Example. Let us consider the following three association rules:

     

                                 

                           

                           

We can note that the last two rules are the simplifications 

of the first one. The theory of Bayardo et al. tells us that 

the first rule is interesting only if its confidence improves 

the confidence of all its simplifications. In our case, the 

first rule does not improve the confidence of 90 percent of 

its simplifications (the second rule), so it is not considered 

as an interesting rule, and it is not selected. The item-

relatedness filter (IRF) was proposed by Shekar and 

Natarajan [31]. Starting from the idea that the discovered 

rules are generally obvious, they introduced the idea of 

relatedness between items measuring their semantic 

distance in item taxonomies. This measure computes the 

relatedness of all the couples of rule items. We can notice 

that we can compute the relatedness for the items of the 

condition or/and the consequent, or between the condition 

and the consequent of the rule. 

In our approach we use the relatedness because users are 

interested to find association between itemset with 

different functionalities, coming from different domains. 

This measure is computed as the minimum distance 

between the condition items and the consequent items as 

presented hereafter. The distance between each pair of 

items from the condition and, respectively, the consequent 

is computed as the minimum path that connects the two 

items in the ontology, defined as d(a,b). Thus, the item-

relatedness (IR) for a rule is defined as the minimum of all 

the distance computed between the items in the condition 

and the consequent: 

 

Table 1Example of Questions and meaning 

 

Question number and description 

q1 Convenient transport 

q2 City center access 

q3 Shopping facilities 

q11 Is it safe to take a walk in the district 

at night 

q44 Apartment sound proofing 

q47 Apartment ventilation 

q48 Apartment standards 

q70 Clarity of the documents from 

Nantes Habitat 
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4. EXPERIMENTAL SETUP 

The study is based on a questionnaires data base provided 

by the Nantes Habitat, dealing with customer satisfaction 

concerning accommodation.  Since 2003, 50000 

customers samples are available in database, out of 50000 

we have taken 1500 sample, 67 questions are available in 

the questionnaires with following four possible answers: 

very satisfaction, quite satisfied, rather not satisfied and 

dissatisfied coaded as {1,2,3,4}.   

The above table 1 introduces a sample questions 

with the meaning of each instance. The item q1=1 that 

describes customer is very satisfied by the transport in his 

district. The most interesting rule, we fixed a minimum 

support 2% and a maximum support of 30% and a 

minimum confidence of 80% for the association rule 

mining process, we have to use   appiori algorithm in 

order to extent association rules.For example, the following 

association rule describes the relationship between questions q2, 

q3, q47, and the question q70. Thus, if the customers are very 

satisfied by the access to the city center (q2), the shopping 

facilities (q3), and the apartment ventilation (q47), then they can 

be satisfied by the documents received from Nantes Habitat 

Agency (q70) with a confidence of 90.6%: 

  

R1 : q2 =1 q3 =1 q47=1 ==> q70 =1,  

Support =13.8% , confidence = 90.6% 

5. CONCLUSION 

By applying the a new interactive approach using cost 

complexity pruning and filter discovered rules we allowed 

to integration of domain expert knowledge in the post 

processing in order to reduce the number of rules to very 

less number, based on this the quality of the filtered rules 

was validated by the expert through the interactive 

process. 
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