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ABSTRACT 

Grid Computing is an important field that focuses on resource 

sharing. Grid Computing provides a secure, control and 

flexible resource access environment in a distributed network. 

One of the most critical issues in Grid Computing is efficient 

scheduling of the tasks. The main aim of Grid scheduling is to 

map the tasks onto the available processors and order their 

execution. Due to the dynamism and heterogeneity of the grid, 

an efficient scheduling algorithm that minimizes makespan 

with maximum resource is necessary. Efficient scheduling of 

jobs to the available grid resources makes effective utilization 

of the grid environment. Heuristic algorithms can be used for 

solving task scheduling problems, since it is shown to be NP-

Complete. Efficiency of scheduling algorithms can be 

evaluated using the two important criteria makespan and 

resource utilization. A heuristic task scheduling algorithm that 

satisfies load balancing of resources on a grid environment is 

presented in this paper. This algorithm schedules the tasks 

which reduces the makespan of the jobs and increase the 

utilization of resources. The new heuristic task scheduling is 

compared with other traditional heuristics and the results are 

shown to predict that the new algorithm outperforms the 

other. 
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1. INTRODUCTION 
Grid computing tries to bring under one definitional umbrella 

all the work being done in high-performance, cluster, peer-to-

peer and internet computing. Grid computing has the ability to 

form virtual, collaborative organization that share applications 

and data in an open heterogeneous server environment in 

order to work on common problems. It provides a hardware 

and software infrastructure that helps dependable, consistent, 

pervasive and inexpensive access to computational resources. 

Grid computing is considered as the best solution for solving 

most complex, scientific, and engineering and business 

problems that need large amount of resources for execution 

[1]. Scheduling, performance prediction and resource 

management are some of the challenging issues in the Grid 

environment [2]. Difficulty in grid scheduling is due to its 

diverse operating system, architecture and resources. 

Current grid computing scenario considers scheduling as an 

important issue [1]. An optimal resource allocation that 

minimizes the schedule length of jobs and makes effective 

resource utilization is difficult to find [3]. Tasks in a grid 

environment can be divided into independent tasks that do not 

communicate with the other and dependent tasks that 

communicate with other. In this paper, the scheduling of 

independent tasks is considered and makespan and resource 

utilization are the criterions assumed. 

2. RELATED WORKS 
Several heuristic algorithms have been proposed to schedule 

tasks in grid computing environment. Heuristics task 

scheduling strategies are used for optimal task scheduling. 

This section reviews the commonly used algorithms 

Minimum Completion Time (MCT), Minimum Execution 

Time (MET), Min-Min and Max-Min that schedule meta-task 

(MT) to a set of resources. 

MET regardless of the machine availability time, assigns each 

task to the machine with the minimum expected execution 

time in arbitrary order. The objective of MET is to allocate 

each task to its best resource [4]. This algorithm cause severe 

load imbalance across the resources even though it improves 

makespan to some extent. 

Minimum Completion Time Algorithm assigns a task to the 

resource which has minimum completion time for it [4]. The 

task assigned to a resource is removed from the set of tasks 

and the completion time for all the remaining tasks are 

updated by adding the ready time and execution time of the 

resource. The process is repeated until all the tasks are 

mapped. This algorithm considers only one task at a time. 

Some tasks are assigned to the machines that do not have 

minimum execution time for them, since it assigns tasks in an 

arbitrary order. 

Min-Min algorithm uses minimum completion time as a 

metric [4]. It starts with a set of all unmapped tasks. The 

machine that has the minimum completion time for all jobs is 

selected. Then the job with the overall minimum completion 

time is selected and mapped to that resource. The task 

assigned to the resource is deleted from the set of tasks, and 

the ready time of the resource is updated. This process is 

repeated until all the unmapped tasks are assigned [5]. 

Compared to MCT, this algorithm considers all jobs at a time 

and produces a better makespan. The drawback of this 

heuristics is that it chooses smaller tasks first which makes 

use of resource with high computational power. Hence, the 

schedule produced by Min-Min is not optimal when the 

smaller tasks exceed the larger tasks. Though it aims to 

minimize makespan, it results in unbalanced load and poor 

utilization of resources. 

Max-Min heuristic is very similar to Min-Min and its metric is 

also minimum completion time [4]. It begins with a set of all 

unmapped tasks. It computes the completion time for each 

task on every machine. The machine with the minimum 

completion time for each task is selected. The task with 

maximum completion time is finally mapped to the selected 

machine. The task assigned is removed from the set of tasks 

and the completion time of all the tasks is updated. This 

continues until all the tasks are updated [6]. This heuristics 
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provides better performance than Min-Min when the number 

of small tasks is larger than the number of larger tasks. 

3. PROBLEM DEFINITION 
The most important part of grid resource management system 

is task scheduling. The scheduler selects the appropriate 

resource to run the task whenever it receives a request from a 

task. A unique resource is selected to complete the tasks since 

they are independent. This paper proposes a grid task 

scheduling algorithm that assumes the following assumptions: 

Tasks are independent. 

Tasks that have no communication among each other are 

considered.  

No deadlines or priorities associate with the tasks. 

Perform static mapping of process in batch mode. 

Number of resources and number of tasks are known. 

One task is executed on a machine at a time in FCFS order. 

 

Static heuristics algorithms estimates the expected execution 

time for each task on each machine using Expected Time to 

Compute matrix [3] where ETC (ti,rj)  is the estimated 

execution time of task i on resource j. Using ETC matrix 

model, the grid task scheduling problem can be defined as 

follows: 

Let the Group of tasks submitted to the scheduler T = t1, t2, 

t3,…….tn and set of resources available at the time of task 

arrival R = r1, r2, r3,……rk. 

Heuristic Task Scheduling Algorithm is designed to work for 

the above stated problem with the aim of minimizing 

makespan and balancing resource utilization. 

 

3.1 Performance Metrics 
The metrics used for evaluating the performance of the grid 

task scheduling algorithm are makespan and resource 

utilization. 

3.1.1 Makespan 
Makespan is defined as the maximum completion time of 

resources [3]. Makespan is calculated as follows, 

Makespan = max (CT (ti, mj) 

CTij = Eij + Rj 

Rj – Ready time of resource j after completing the assigned 

jobs. 

CT – Completion time of machines 

Eij – Expected Execution Time of job i on resource j. 

3.1.2 Resource Utilization 
Resource Utilization is defined as the amount of resources 

busy in executing tasks [3]. Resource utilization is calculated 

using the following formula.  

Resource Utilization = Mi * 100 / TARU 

Total Amount of resource Used = ∑ i=1
n  CTi 

3.2 HTSA 
Figure 1 presents the proposed algorithm. This algorithm first 

computes the completion time of resources from the given 

Expected Execution time of task on a resource. It then 

chooses the minimum execution time task and assigns the task 

to the resource that produces minimum time for execution. 

This process is continued till all the tasks are assigned by 

matching the minimum execution time. This algorithm 

balances the load by selecting the resource that produces the 

nearest makespan provided by the previous cycle. It computes 

the minimum execution time of task on the resource. The 

makespan produced in the first cycle is compared with the 

maximum completion time. If it is less than the makespan, 

then the task is rescheduled by selecting the resource that has 

the nearest makespan and the ready time of the resource is 

updated. The process is repeated till all the tasks are assigned 

for a particular resource. Hence HTSA produce a schedule 

that balances load optimally on all the resource without 

keeping a resource idle or with minimum load. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                          Figure 1: NMMH Algorithm 
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Figure 1. HTSA 

Figure 1. HTSA 

4. ILLUSTRATIVE EXAMPLE 
Consider a grid environment with two resources R1, R2 and a 

meta-task group M with four tasks T1, T2, T3 and T4.All the 

tasks are supposed to be scheduled to the machines R1 and 

R2.The ETC matrix for the problem statement is illustrated in 

Table 1. 

Table 1. Expected Execution Time of Tasks 

Tasks Resources 

R1 R2 

T1 2 3 

T2 4 8 

T3 5 7 

T4 4 3 
 

Figure 2 shows the performance of the heuristic algorithms. 

Min-Min and Max-Min achieves a makespan of 10. Similarly 

the makespan achieved is 11 and 10 for MET and MCT 

For all tasks in the set T   

  For all resources    

     Compute Cij = Eij+Rj   

Do until all tasks in the set are mapped   

Find the earliest completion time for each task and the                              

resource that obtains it   

Find the task Ti with the minimum earliest completion 

time   

Assign task Ti to the resource that gives the earliest 

completion time   

       Delete task from the set Ti 

       Update ready time of resource Rj  

       Update Cij for all i   

End do   

Arrange the resources in the order of completion time  

For all resources R  

      Compute makespan = max(CT(R))  

 End for  

 For all resources  

   For all tasks  

        Find the task Ti that has minimum ET in Rj  

        Find the Maximum Completion Time of task Ti  

        If Maximum Completion Time < makespan  

           Select the resource that has the nearest makespan 

           Reschedule task Ti to the resource that produces   it   

           Update the ready time of both resources  

        End if  

   End for  

End for  
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respectively. The results are shown in Figure 2. HTSA 

achieves a minimum makespan of 9 when compared to other 

heuristics. 

Figure 4 shows the comparison of traditional heuristics and 

our proposed algorithm. It shows that the makespan obtained 

by HTSA is less compared to other heuristic algorithms Min-

Min, Max-Min, MCT and MET.

 

Figure 2. Comparison of Makespan among heuristics 

In this example, since, Min-Min prefers minimum completion 

time, the resource utilization for R1 is 60% and R2 is 100. 

While using Max-Min scheduling, 100% resource utilization 

is made on R1 and 70% in R2. MET uses 100% of R1 and 

27.27% of R2 and creates a more unbalanced utilization. 

MCT uses 60% of R1 and 100% of R2 whereas HTSA 

produces better load balancing with 100% of R1 and 88.88% 

of R2. Figure 3 shows the resource utilization chart. 

 

Figure 3. Comparative Analysis of Resource Utilization  

5. RESULTS AND DISCUSSION 
Different problem sets from various literatures are taken and 

executed using coding developed in C++ for HTSA and other 

heuristic algorithms. The results obtained are tabulated in 

Table 2. 

 

Table 2. Comparison of heuristics – Makespan in Seconds 

Problem Set Min-Min Max-Min MET MCT HTSA 

P1 8 6 8 8 6 

P2 11 10 16 13 9 

P3 30 30 45 30 20 

 

  

Figure 4. Comparative Analysis of heuristics (Makespan)  

HTSA also balances load by using all the resources optimally. 

Resource utilization for all the problems is calculated and is 

shown in Table 3. It can be observed that HTSA uses all the 

available resources to the optimum and balances load among 

the resources. Figure 5 represent the resource utilization rate 

for all the problems. 

Table 3. Resource Utilization in Percentage 

Problem Set Algorithm Used R1 R2 R3 

P1 

Min-Min 100 0   

Max-Min 100 66   

MET 100 0   

MCT 100 0   

HTSA 83.3 100   

P2 

Min-Min 54.54 100   

Max-Min 100 80   

MET 100 0   

MCT 38.46 100   

HTSA 100 100   

P3 

Min-Min 66.67 0 100 

Max-Min 66.67 0 100 

MET 0 0 100 

MCT 66.67 0 100 

HTSA 100 100 75 
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Figure 5. Analysis of Resource Utilization for problem sets 

6. CONCLUSION AND FUTURE WORK 
Task scheduling in grid computing environment is difficult for 

achieving high performance. Efficient task scheduling 

algorithm is needed to utilize the resource effectively and 

reduce overall completion time. In this paper, four scheduling 

algorithms are compared and a new scheduling algorithm that 

overcomes the drawbacks of the other entire algorithm is 

presented. This algorithm schedules the tasks with the aim of 

reducing makespan and balancing load. Experimental result 

shows that this algorithm minimizes makespan than other 

scheduling algorithms and uses resources effectively. 
Applying the proposed algorithm on actual grid environment 
and considering low and high machine heterogeneity can be 

the open problem in this area. 
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