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ABSTRACT 

Optical Character Recognition (OCR) is an area of research 

that has attracted the interest of researchers for the past forty 

years. Although the subject has been the center topic for many 

researchers for years, it remains one of the most challenging 

and exciting areas in pattern recognition. Because of the 

cursive nature of Persian language, recognition of its 

characters is more difficult than Latin or Chinese language.  

In this paper we propose a novel method to recognize the 

isolated characters of Persian language using decision tree 

based on structural features of characters. The system has 

been tested on a database including all letters of Persian 

language and a recognition rate of 90.56% has been achieved. 

Our experimental recognition results are encouraging and 

confirm our expectation that the use of structural features is an 

interesting issue of Persian character recognition. 
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1. INTRODUCTION 
Optical Character Recognition is the process of converting the 

image obtained by scanning a text or a document into 

machine-editable format. OCR is one of the most important 

fields of pattern recognition and has been the center of 

attention for researchers in the last forty decades. The goal is 

to process data that normally is processed only by humans 

with computers.  

Most of the available systems work on Latin scripts, Chinese 

and Japanese scripts [1-3]. However the machine recognition 

of Persian/Arabic text has not been fully explored. The 

difficulty involved in processing Persian/Arabic text is similar 

to that of cursive Latin. This is primarily due to the 

connectivity between characters that complicates the 

segmentation of each character from the word in which it 

occurs. Furthermore the connectivity of the variant shape of 

Persian/Arabic characters in different word position creates 

another problem in recognition. 

Like Arabic, Persian or Farsi is a right to left script, but there 

are some differences like number of alphabets, font styles, 

vocabulary and signs, which make Persian OCR somehow 

different from Arabic. In last decades several researchers 

worked on Arabic OCR [4-5]. In the field of Persian language, 

there are papers about isolated character/digit recognition [7-

10] and printed text recognition [11-14]. It seems that the first 

paper about Persian printed text recognition is [15].  

In this paper, a novel approach to the recognition of isolated 

Persian characters using decision tree is introduced1. Each 

character has different features that distinguish it from other 

characters. These features include: number of segments, left-
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right density ratio, bottom up density ratio, and other features. 

These features are used as input to the decision tree to 

recognize the character in question. 

This paper is structured as follows: Section 2 contains a 

general description of Persian text features. Section 3 presents 

a brief introduction to Persian OCR system. Section 4 

describes the feature extraction techniques used in this 

research. Section 5 uses the extracted features to classify 

Persian letters. Section 6 includes the experiments carried out 

and the results. Finally conclusions come in section 7. 

2. PERSIAN TEXT FEATURES 
Since the characteristics of Persian/Arabic script is different 

from the Latin one, and some of the readers might be 

unfamiliar with this script, a brief description of the important 

aspects of Persian /Arabic will be presented in this section.  

Persian writing is very similar to Arabic in terms of strokes 

and structure. Therefore, a Persian word recognizer can also 

be used for recognition of Arabic words. The only difference 

between Persian and Arabic scripts is in the character sets. 

Persian character set, comprises all of the 28 Arabic 

characters plus four additional ones. 

Persian language features are classified in several items: 

1- Persian text is written from right to left. 

2- Farsi has 32 characters out of which 18 have 1 to 3 points 

which may locate below (like “ب”), above (like “ش”) or in the 

middle of the character (like “ج”). Some of them may have 

some other vowels (like “    ٕ ” and “   ٕ  “). 

3- Persian is a cursive script. Characters are connected and 

make a component. These components are called “sub-

words”. A single isolated letter is considered as the extreme 

case of a sub-word. A word may have several sub-words for 

example “نرگس” is a word and has two sub-words “نر” and 

 .”گس“

4- In contrast to English, Persian characters are not divided 

into upper and lower case categories. Instead, a Farsi character 

might have several shapes depending on its relative position 

in a word. The shape of a character should be changed if it is 

located at the beginning of the word, in the middle of the 

word, at the end of the word, and in isolation. 

Although there are only 32 letters in Persian alphabet, the 

total number of different classes to be recognized sums up to 

127. Most of the letters have dots above, below, or inside 

them, number of which is variable between one to three. 

There are letters whose only difference is the number and/or 

location of their dots. Ignoring the dots reduces the number of 

classes to 66.  

5- In Persian/Arabic text there is a baseline which usually has 

more black pixels.  

There are other features which are not very important. Some 

of these features make Persian character recognition very hard 

and complex. Because of the connectivity between Persian 
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characters, its recognition is very hard and most of errors 

occur in the segmentation phase.  

3. PERSIAN CHARACTER 

RECOGNITION 
Fig. 1 shows the structure of the proposed Persian OCR 

system. The system involves 5 stages: Image Acquisition, 

Preprocessing, Segmentation, Feature Extraction, 

Classification. A typical OCR system may not include some 

of these stages. 

 

 

 

 

 

Fig. 1: The structure of the proposed Persian OCR system. 

3.1 Image Acquisition 
Image acquisition and preprocessing are the two relatively 

simple stages, which are presented first. Image acquisition is 

at the image representation level of pattern recognition (PR). 

It is the process of acquiring a digitized representation of a 

document or an article to be recognized. A flatbed scanner is 

used at this stage to acquire 200 dpi, 8-bits gray-level images.  

3.2 Preprocessing 
All of the processes that improve image quality and prepare it 

for next stages are called preprocessing. Binarization, 

filtering, smoothing and thinning are examples of these 

processes.  

3.2.1 Binarization 

Binarization is a special case of thresholding, of which there 

are only two states of outputs in the resulting image, either 

black or white. It reduces the computational requirements of 

the system and may enable removal of some noise. A 

document can be binarized globally or adaptively. Unless the 

document is printed on an uneven colored paper, global 

thresholding is good enough to carry out the binarization. Two 

global thresholding algorithms were studied and implemented. 

They are Otsu's [16] and Tsai's [17] algorithms. Their results 

were compared and the Otsu's algorithm was chosen. 

3.2.2 Filtering 

Noise may appear in the images after scanning or binarization. 

It influences negatively the system performances. The 

Gaussian filter is used to remove the noise [18].  

3.2.3 Smoothing 
A smoothing process was taken. It uses the spatial filter 

proposed by Amin et al. [19]. It is important to note that 

this algorithm not only can smooth the image but can 

also restore missing pixels. 

3.2.4 Thinning 
Thinning is one of the most important steps in preprocessing 

stage [20]. It simplifies the texts shapes for segmentation 

process, feature extraction, and classification. This is resulted 

in reducing the amount of data that need to be handled. In this 

paper sequential thinning method based on morphological 

hit/miss transformation is used [21].  

3.3 Segmentation 
Segmentation is the most important part of OCR systems 

especially for Persian and Arabic languages. It directly affects 

the feature extraction and classification process [22]. When 

the image is ready to be processed, the first step is to isolate 

each line of the text from the whole document. A horizontal 

projection profile technique is used for this purpose. A 

computer program scans the image horizontally to find the 

first and last black pixels in a line. Once these pixels are 

found, the area in between these pixels represents the line that 

may contain one or more character. Using the same technique, 

the whole document is scanned and each line is detected and 

saved in a temporary array for further processing. 

Once each line of the text is stored in a separate array, using 

vertical projection profile, the program scans each array this 

time vertically to detect and isolate each character within each 

line. The first and last black pixels that are detected vertically 

are the borders of the character. It possible that when the 

characters are segmented, there is a white area above, below, 

or both above and below the character, except for the tallest 

character that its height is equal to the height of the line. Since 

the edges of each character box is needed for the recognition 

purpose, another horizontal scan is run to detect the top and 

bottom of the character and isolate the area that only contains 

the pixels of the character. 

At this point, the program has isolated each character in the 

document and the matrix representation of each character is 

ready to be processed for recognition purpose. The reminded 

three stages: Feature Extraction and Classification are 

described in next sections with more details. 

4. Feature Extraction 
Character features are characteristics that distinguish one 

character from another. Human use these features to recognize 

characters and text. The Persian/Arabic text feature extraction 

methods can be classified broadly into three main groups, 

these groups are structural features, statistical features and 

Global Transformations. The structural features method, in 

this technique, features are usually extracted based on the text 

topologies. The structural features of Arabic text may include 

loops, the intersection points, dots, height, width, number of 

crossing points, and such [23]. The second is called statistical 

features methods, these techniques are quick and effective, but 

may be affected by noise. The statistical features used for 

Arabic text recognition include: zoning, characteristic loci, 

crossings and moments [24]. The third is called Global 

Transformation methods; the Global Transformation aim to 

shorten the text representation in order to get better results. 

The global transformations methods used for Persian/Arabic 

text recognition include: horizontal and vertical projections, 

coding, Hough transform, Gabor transform [25]. 

As discussed earlier, at the time of processing, a matrix of 

pixel values which contains the features of each character 

image is ready to be used in this stage. Features needed for the 

recognition process include: number of components, left-right 

density ratio, bottom-up density ratio and others. Decision 

trees are then used to classify the characters based on the 

features that were extracted from the character. 

4.1 Secondary parts 
More than half of the Persian letters are composed of main 

body and secondary components. The secondary components 

Document (Image) Image Acquisition 

Preprocessing Segmentation Feature Extraction 

Classification Document (Text) 
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are letter components that are disconnected from the main 

body. For example, Beh ( ب) has a dot under its main body, 

Teh ( ت) has two dots above its main body, and Kaf ( ك) has a 

zigzag enclosed within the main body. 

Detecting the secondary components can be done after 

segmenting the binary image of the letter into its disconnected 

components using the connected component labeling 

techniques [26]. Then the main body is easily identified as it 

is usually the largest component and is closer to the letter’s 

center than the secondary components. The secondary 

position is then easily found as the position of the secondary 

components relative to the main body. Finally, the number 

and position of the secondary components play important role 

in finding the secondary type. Table 1 shows the classification 

of Persian characters based on number of parts. 

Table 1: Classification of Persian characters based on number of 
parts (ا and آ are different forms of letter alef and ک and ك are 

different forms of letter kaf). 

Number of parts Characters 

 ا ح د ر س ص ط ع ک ل م ه و ی 1

 آ ب ج خ ذ ز ض ظ غ ف ك  گ ن 2

 ت ق 3

 پ ث چ ژ ش 4

4.2 Drawing the grid 
To create the feature vector, the main body is divided into five 

equal vertical frames. Then, each frame is divided into five 

equal cells as proposed in [27]. Drawing a 5*5 grid around the 

character "ع" is shown in Fig. 2. 

 

Fig. 2: Drawing a 5*5 grid around the character "ع" 

4.3 Bottom-Up (BU) and Left-Right (LR) 

Density Ratios 
Many letters have a noticeable property that distribution of 

written character on the grid is not equal to the ratio between 

the pixels of the written letter in the first two rows and the 

pixels of the written letter the last two rows; or between the 

first two columns and the last two columns. The first case is 

called bottom-up ratio while the second one is called left-right 

ratio. Fig. 3 shows an example of this feature. 

 

Fig. 3: Density Ratio Calculations (a) BU (b) LR 

Every row or column contains five equal size cells; to 

calculate bottom-up or left-right density ratios we use the 

following formulae: 

                                                     

                                                  
 

Every pixel corresponds to one element in the lists that we 

used to store the written character after applying the tracing 

module. 

To get control over these features, we defined two constant 

values as thresholds T1 and T2 (T1 is greater than T2). The 

values of these thresholds are determined using a trial-error 

method. For bottom-up density, if the ratio is greater than T1 

then we say that the letter is up-oriented and if the ratio is less 

than T2, we say that the letter is bottom-oriented. If the ratio 

between T1 and T2 we say that the character has neutral 

behavior for this feature. Same definitions on left-right 

density ratio are applied. 

Fig. 4 shows some letters that have up-oriented, bottom-

oriented, left-oriented, or right-oriented behavior. Some letters 

can have combination of bottom-up and left-right density 

ratios. 

 

Fig. 4: Density orientation (a) left-oriented, (b) right-

oriented, (c) bottom-oriented, (d) up-oriented, (e) neutral 

left-right orientation. 

4.4 Horizontal–Vertical Orientation (HV) 
Another helpful feature is the horizontal-vertical orientation. 

This feature depends on the range of x and y coordinates, HV 

ratio can be defined as follows: 

                                     

Because of different writing styles we define two threshold 

values S1 and S2 (S1 is greater than S2). The following 

production rules are used for the decision: 

                                                            

                                                            

                                                   

 

 

In other words, this feature gives us a hint of the grid shape. 

The grid shape may be a square, vertical rectangle, or a 

horizontal rectangle. Feature effect can be noticed as it 

appears Fig. 4. Fig. 4 (a-c) shows horizontal rectangle and 

Fig. 4 (d-e) shows vertical rectangle. 

4.5 Loop detection 
There are nine Persian characters (ه ,م  , ق , ف , ظ , ط , ض , ص  

and  و) that have closed loops.  Many algorithms are used for 

detecting shapes, curves and motions in the field of image 

processing and computer vision such as hough transform, 

however hough transform has several shortcomings, including 

high computational cost, low detection accuracy and 

possibility of missing objects. In this paper we used the 

algorithm for Loop detection in a character which have 

developed by Surhone et al [28]. 
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4.6 Sharp Edges (SE) 
Sharp edge detection is the most difficult feature to be 

extracted. Sharp edge is similar to 20-40 degree angle. To 

illustrate this feature see Fig. 5 that shows some letters that 

have sharp edges. There are two types of sharp edges with 

regard to the direction of the edge. In Fig. 5 (a) the letter 

”AYN” is a y-direction sharp edge type while in Fig. 5 (b) the 

letter ”SAAD” is an x-direction type. Y-direction sharp edge 

is detected during the movement of the pen from upward to 

downward, and the x-direction is detected when a sharp 

turning point exists with the movement from right to Left. 

 

Fig. 5: Letters containing sharp edge: (a) y-direction, (b) 

x-direction sharp edges. 

4.7 Characteristics of Persian characters 
This section presents characteristics of Persian characters and 

some observations. These characteristics are found by 

analyzing the features extracted from the characters. 

According to the number of components, we have classified 

the Persian characters into four classes: 

1. One - part characters. 

2. Two - part characters. 

3. Three - part characters. 

4. Four - part characters. 

To distinguish between these classes, one should verify the 

existence or absence of a sharp edge (SE). 

Tables 2-5 show the characters according to this 

classification. The following abbreviations are used in these 

tables: B: Bottom, U: Up, L: Left, R: Right, V: Vertical, H: 

Horizontal, DC: Don’t care, X: x-direction, Y: y-direction. 

Table 2: Characteristics of One-part characters 

Character Loop H/V BD LR SE 

 No H U/DC DC No ا

 No V U DC ح
Yes-

Y 

 No V B R No د

 No V U L No ر

 No V U DC س
Yes-

X 

 Yes V U L ص
Yes-

X 

 Yes V B L No ط

 No H U DC ع
Yes-

Y 

 No V U R No ک

 No H B R No ل

 Yes H U DC No م

 Yes V U/DC DC No ه

 Yes V U R No و

 No V B DC No ی

 

 

 

Table 3: Characteristics of Two-part characters 

Character Loop H/V BD LR SE 
SP 

Location 

 - No H U DC No آ

 No V U DC No Bottom ب

 No V U L ج
Yes-

Y 
Middle 

 No H U L خ
Yes-

Y 
Up 

 No H U R No Up ذ

 No H B R No Up ز

 Yes V DC R ض
Yes-

X 
Up 

 Yes V B R No Up ظ

 No V B DC غ
Yes-

Y 
Up 

 Yes V DC R No Up ف

 - No V B R No ك

 - No V U R No گ

 No V B DC No Up ن

 

Table 4: Characteristics of Three-part characters 

Character Loop 

 No ت

 Yes ق

 

Table 5: Characteristics of Four-part characters 

Character BD LR SE 
SP 

Location 

 B DC No Bottom پ

 B DC No UP ث

 DC DC Yes-Y Middle چ

 U R No Up ژ

 U R Yes-X Up ش

5. CLASSIFICATION 
The classification stage is the decision making part of a 

recognition system. Persian OCR systems can recognize the 

text by either the Holistic (Global) or Analytic strategies. The 

Holistic (Global) strategy recognizes the whole words or sub-

words, as well as it does not require segmentation, and it 

works on limited number of vocabularies [29]. On the other 

hand the Analytic Strategy recognizes the segmented features, 

as well it requires segmentation, and can be applied on 

unlimited vocabularies.  

The features extracted in the previous phase are used in the 

classification stage. The decision tree is used to recognize the 

Persian letters. To simplify the decision tree, for each class of 

letters, one-part, two-part, three-part and four-part, different 

tree is drawn. So, each character is sent to appropriate tree 

according to its number of parts. In each decision tree, 

rectangles show group of letters with some common 

attributes. Diamonds are used to separate letters in the above 

rectangle based on the value of attribute specified as a 

condition (for example have a loop or haven’t?). In other 

words, the values of the attributes determine the branch that 

should be selected. Finally circle is used to show identified 

letter. The decision tree used for one-part letters is shown in 

Fig. 6. The abbreviations are used in these trees are identical 

with tables 2-5 along with X/Y: types of sharp edges. 
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Fig. 6: The decision tree for one-part letters. 

As you can see from the figure, every letters of one-part class 

is identified successfully according to attributes determined in 

table 2. The decision tree used for two-part letters is shown in 

Fig. 7 

 

 

 

 

 

Fig. 7: The decision tree for two-part letters. 

Also every letters of two-part class is identified successfully 

according to attributes determined in table 3. The decision 

trees used for three-part and four-part letters are shown in Fig. 

8,9. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8: The decision tree for three-part letters. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9: The decision tree for four-part letters. 

6. EXPERIMENTAL RESULTS 
To evaluate the proposed system, we constructed a database 

including all letters of Persian language. For each letter, 10 

images (various fonts and sizes) were stored in the database. 

The system shows the performance of itself. Here the average 

recognition rate of 90.56% was achieved. Table 6 presents the 

recognition accuracy for each Persian letter. 

 

 

 

 

No 
No Yes R DC 

No Yes Yes 

U B B U R L 

V H V H 

Yes No 

R Y X U B L 

 ا ح د ر س ع ک ل ی
 

H/V 

 ا ع ل 
 

یک ح د ر س   
 

BU 

عا   
 

 ل

SE 

 ع ا

BU 

 د ی
 

ر س کح   

LR 

 ی د

SE 

 ر ک
 

 ح س

LR 

 ک ر

X/Y 

 س ح

 ا ح د ر س ص ط ع ک ل م ه و ی
 

loop 

 ص

SE 

 ط ه
 

BU 

 ط ه

 م

 و

م ه وص ط   
 

H/V 

ه وص ط   
 

LR 

هص ط   
 

Up Md No Yes Yes No 

Bm Up U R R DC 
DC 

L DC B 

U B R DC 

V 
H 

گ ن  كب ج خ ذ ز ض ظ غ ف  آ  
 

H/V 

غآ ج خ ذ ز   
 

گ ن  كب ض ظ ف   
 

LR 

 ب ن
 

SS 

 ن ب

گ  كض ظ ف   
 

 ض ف

loop 

 گ

BU 

كظ   
 

 ظ ك

SE 

 ف ض

BU 

 ز غ
 

LR 

 غ ز

 آ ذ

 آ ج خ ذ
 

LR 

 ج خ
 

SS 

 خ ج

No Yes 

 ت ق
 

loop 

 ق ت

Up Md 

U B 

Up Bm 

No Yes 

BU 

 ث ژ

SS 

 ث ژ پ

 پ ث ژ

 پ ث چ ژ ش
 

SE 

 چ ش
 

SS 

 ش چ
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Table 6: Recognition rate for each Persian letter. 

Letter Rec.  

Rate (%) 

Letter Rec.  

Rate (%) 

 89 ص 89 آ

 99 ض 89 ا

 89 ط 89 ب

 89 ظ 89 پ

 89 ع 89 ت

 89 غ 89 ث

 89 ف 89 ج

 89 ق 89 چ

 89 ک 89 ح

 89 ك 89 خ

 89 گ 89 د

 89 ل 89 ذ

 89 م 88 ر

 89 ن 89 ز

 89 و 89 ژ

 89 ه 89 س

 89 ی 89 ش

Average Rate (%) 89.99 

 

These results show that the system performance on typical 

documents of familiar fonts with resolution of 300 dpi is quite 

well. However, for the case of low quality documents like Fax 

pages, old documents, camera images and low-resolution 

documents, the problem is still open. In this work, we did not 

consider these kinds of documents. In these cases there are 

several broken characters, nonlinear distortions and noise so 

that we need some other algorithm to be designed to improve 

the system accuracy. For example a preprocessor module may 

be required to enhance the quality of the image. 

Further more, testing results show that the system had some 

trouble identifying letters Jim "ج", Che "چ", Ha "ح" and khe 

 This is may be caused by the fact that these letters have a ."خ"

little bit similarity with letters Ain "ع" and Ghein "غ". 

7. CONCLUSION 
The recognition of Persian Letters is hard because of the 

similarity between letters. Classification stage introduces one 

of the most serious problems in the development of cursive 

script OCR system including Persian language scripts. In 

order to overcome this problem, we use a set of features to be 

extracted. That is, letters are divided into body and secondary 

parts then a set of features were detected such as the number 

and type of secondary parts, the position of the secondary 

parts whether above or under the body of the character, the 

existence of loops and other structural features of the Persian 

characters. 

The proposed system can recognize several popular Farsi 

fonts with different sizes. The proposed system was tested on 

a database including all letters of Persian language which for 

each letter, 10 images (various fonts and sizes) were stored in 

the database. The average recognition rates of 90.56% were 

achieved. From testing results, it was concluded that the 

overall system is proved to be stable and successful. 
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