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ABSTRACT 
In this paper, a robust technique for identifying and recognize 

human-footprint images is presented. There are many methods 

for footprint Recognition, but most of them require 

segmentation or connected component analysis.. The 

Recognition process utilizes the determinant value that produces 

the features for the human-footprint. Image’s determinants 

values are computed, by divided image into blocks then deigned 

Threshold (T) to extract feature. The least square criterion is 

then utilized to determine the similarity between the existed (in 

Database file) footprints with a new query footprint’s images.  

 

Keywords 
footprints, Determinant value, Euclidean Distance, extract 

features.  

 

1.  INTRODUCTION 
A lot of automated biometrics based identification and 

verification systems have been developed [1]. The biometrics 

features derived from fingerprints, faces [2], irises, retinas, a 

speaker’s voice, and perhaps a variety of other characteristics. 

The systems are now used in a wide range of environments, 

such as law enforcement, social welfare, banking, and various 

security applications. Some systems for personal identification 

use fundamental biometric features derived from fingerprints 

and irises. To acquire the feature, subjects must input their 

biometrics to a sensor. Signatures [3] and speakers’ voices [4] 

are also features useful for verification; however, obtaining 

these features requires the subjects’ cooperation. The main 

problem in automatic personal identification is how to verify the 

sampled feature against the registered feature with high 

reliability. Practical methods for automated biometrics based 

identification have not yet been developed for use with 

unconstrained subjects. Problem in automatic personal 

identification is how to verify the sampled feature against the 

registered feature with high reliability. Practical methods for 

automated biometrics based identification have not yet been 

developed for use with unconstrained subjects. 

Person identification using footprint can be carried out by using 

any one of the two important features namely static [17] and 

dynamic [18]. Static feature requires stand-up posture at fixed 

position every time from the subject, whereas the dynamic 

feature deals with the walking behavior. The constraint on user 

posture can be released when dynamic feature is taken into 

account. Many Footprint based recognition techniques are being 

developed in recent years. They make use of several features 

such as normalized Static footprint [18] based on Euclidean 

distance,  so geometric information of the footprint prior to 

normalization into an evaluation function for personal  

 

recognition decision is included. In this paper, we propose a 

footprint-based personal recognition method and test its 

reliability [3]. 

2.   RELATED WORK AND CONTRIBUTION 

Recognition of Footprints has obtained increasing attentions in 

recent years. Most studies were based on extracting some 

recognizable features since they are more robust than the 

features of the time domain. Literatures states there are different 

recognizable features are adopted or suggested. In the following 

sections we describe the head research lines and our 

contribution in the field of study: 

2.1   Related Work 
Over the last decade footprint feature extraction has been 

actively researched for footprint recognition. The paper provides 

an up-to-date review of major human footprint recognition 

research. In Earlier sections,an overview of footprint recognition 

and its applications. In later sections, literature review of the 

most recent footprint recognition technique is presented [3]. 

 
Footprint identification is the measurement of footprint features 

for recognizing the identity of a user. Footprint is universal, easy 

to capture and does not change much across time. Footprint 

biometric system does not require specialized acquisition 

devices. Footprint image of a left leg is captured for hundred 

people in different angles. No special lighting is used in this 

setup. The foot image is positioned and cropped according to the 

key points. Sequential modified Haar transform is applied to the 

resized footprint image to obtain Modified Haar Energy (MHE) 

feature. The sequential modified Haar wavelet can map integer-

valued signals onto integer-valued signals abandoning the 

property of perfect reconstruction. The MHE feature is 

compared with the feature vectors stored in database using 

Euclidean Distance [4]. 

 

In other paper comparing six conventional binarization methods 

for the special purpose of subsequent analysis of scanned insect 

footprints. Anew performance introduced criterion for 

performance evaluation. The six different binarization methods 

are selected from different methodologically categories, and the 

proposed performance criterion is related to the specific 

characteristics of insect footprints of having a very small 

percentage of object areas. The results indicate that a higher-

order entropy binarization algorithm, such as proposed by 

Abutaleb, offers best results for further pattern recognition 

application steps for the analysis of scanned insect footprints 

[5]. 
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2.2   Contribution 
       In this paper, a new method proposed to extract features of 

footprint and used these feature for recognize. This framework 

consists of a formal model definition and a three stages 

algorithm for recognition.  Modified the classical way of 

Determinant value (that be requisite input whole the footprint 

into determinant computation), so that the created recognition 

system becomes feasible (fast and accurate) for recognizing a 

query footprint from huge dataset also, propose a suitable 

similarity measure incorporating the quantitative meaningful 

features (Det value) with the qualitative features to get a 

potential recognition decision. 

3.   DETERMINANT VALUE 

      The term determinant of a square matrix A, denoted det(A) 

or │A│, refers to both the collection of the elements of the 

square matrix, enclosed in vertical lines, and the scalar value 

represented by that array. Thus, 

 

det(A) =│A│ =      a11   a12   ………..a1n 

                              a21   a22   ………..a2n     

.                              .…………………             .………….  (1) 

                              an1   an2   ………. ann 

 

 

    Only square matrices have determinants. The scalar value of 

the determinant of a 2 × 2 matrix is the product of the elements 

on the major diagonal minus the product of the elements on the 

minor diagonal. Thus, 

 

 

 det(A) =│A│ =      a11    a12         

                              a21     a22          

 

=    a11  a22 - a12 a21     ……………………(2) 

 

The scalar value of the determinant f a 3 × 3 matrix is composed 

f the sum f six triple products which can be obtained from the 

augmented determinant [6]: 

 

                                      a11   a12   a13          a11   a12    

       det(A) =│A│ =       a21   a22   a23          a21   a22               

                                     a31   a32   a33       a31   a32     

 

                             …………………….  (3) 

 

        The 3 × 3 determinant is augmented by repeating the first 

two columns f the determinant on the right-hand side of the 

determinant. Three triple products are formed, starting with the 

elements of the first row multiplied by the two remaining 

elements on the downward-sloping diagonals. Three more triple 

products are formed, starting with the elements of the third row 

multiplied by the two remaining elements on the right-upward 

sloping diagonals. The value of the determinant is the sum of the 

first three triple products minus the sum of the last three triple 

products. Thus [6], 

 

det(A)= │A│ = a11a22 a33 + a12 a23 a31 + a 13a21a32 --a31a22a13-- 

a32a23all --a33a21a12……………….     (4) 

4.   THE RECOGNITION METHODOLOGY 

     Suppose you have M images of the training set are 

submitted to a foot. All images must be in same size (e.g. n × n 

pixels). 
 

             
 

 

          
 

 

Fig 1: Training set of six foot images, each of 256×256    

pixels size 

      Each image  subdivided in to blocks Ck the size of each 

blocks are 3×3 then find determinant value det(A) for each 

blocks which illustrated in Eq.2  

 

 

           
(1)                 (2)                     (3)   

                   
                     (4)                (5)                  (6)               

 
Fig 2: Determinant value for each image using (3×3) blocks 

 
A threshold, T, is used to convert the image to black and extract 

features, I(x, y), as shown in             

 

                

     IF  I(i,j) ≥ T →I(i,j)  

           Otherwise 

       I(i,j) → 0 
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   Fig 3: Extract Features for each image using threshold (T) 

   
The next stage in our approach is determining centric point. The 

information we have up to now is the boundary of foot as 

sequential coordinates in the image. Now, we show that using 

this boundary pixels and centric point of boundary image 

Centric point of the foot boundary image which is  calculated by 

the equations (5,6, 7) Here f (i, j) is  

our hand image function and X Centriod Y Centriod is the coordinates 

of the centric point.  
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We calculate the Euclidean distance between each pixel (x, y) 

on the boundary and the centric point as equation (8) shown in 

Table-1. 
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………………….(8) 

     
      Using these key points, we find points X1,X2,X3,X4 that are 

the initial points and end points of the holes between fingers of 

foot in the boundary image.  A sample of the way we find these 

points is shown in Fig.3.  We find H1(centric point) and then 

calculate Euclidean distance of pixels on the boundary.  

 

        Finally ,Recognition for partially occluded and overlapping 

objects in composite scenes. The objects are matched against the 

scene and their position is recovered. Not effectively applicable 

to rotation, translation and scale invariant cases. Rate of 

recognition is Successful[7]. As it is obvious, the similarity 

between the verify feet and the trained set can be represented by 

the minimum distance test (i.e. utilizing the Mean-Square-Error 

“MSE” criterion), given by: 
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Table1.Euclidian Distance between initial point and centric 

point for each image 

 

 

 

5.   EXPERIMENT AND EVALUATION       
   To test the general applicability of the proposed approach, the 

Footprint recognition system was built to distinguish the query 

footprint in between dataset. The camera takes the image. This 

research shows that the shapes of pattern spectra differ from 

men & women. Widely used in aerial defense, outer space 

exploration, medicine, etc.. Features of footprint image are 

Fig 4: The training set of foot images plus an existed test foot to be 

verified 

Item ED 

Foot1 

ED 

Foot2 

ED 

Foot3 

ED 

Foot4 

ED 

Foot5 

ED 

Foot6 

1 3.021 1.33 6.112 12.9 1.88 5.139 

2 1.202 8.11 2.118 3.226 41..4 21555 

3 2.901 2.591 1.15 3.25 7.742 8.995 

4 5122 51.2 51.2 .14. 9120 91900 

5 .155. 51425 .1.55 21... 51542 21295 

6 3.021 1.33 6.112 1.921 2.324 5.139 

J      center       Initial Point 

 

1          H1                X1X2X3.....Xk 

 

2         H2           X1X2X3.....Xk 

 

 

 

 

 

K        HK           X1X2X3.....Xk 

 

 

 

 

20      H20          X1X2X3.....Xk 

H     X1X2X3.....Xk 
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(9) Test image  

 

 

 

 

 

 

      

    (1)                 (2)                (3)                 (4)   

 

 

 

 

 

 

         (5)             (6)                   (7)                (8) 

                     (9) Test image  
 

 

 

 

defined from Angular relation, Length, Region. In the following 

an explanation about input/output details and the evaluation of 

the proposed system: 

 

5.1  Input FootPrint Dataset 
    The footprint dataset are recorded by Scanner under windows 

operating system with an attributes 24-BMP image. We used the 

database for footprints recognition experiments. Here we have 

experimented with nearly 60 images with variations of 40 

persons taken by 8 sample; male, female, and children. 

 

5.2  Output Results 
. The experiment results show the effectiveness of the proposed 

method. They show clearly the flexibility of the method in 

relation step translation of the footprints. A preview image of 

the Database of foot is as shown in Fig-(4,5) .The experimental 

observations of the experiments performed on datasets are 

shown in Table-2  and Table-3  as follows: 

 

5.3   Evaluation 
In the current computer implementation of determinant problem 

based class and mapping, a careful computation treatment was 

found needed especially with that related to 

the variables precision and the normalization of determinant 

values. Thereby, the numerical experiments indicate quite 

optimistic availability of the proposed algorithm for footprints 

recognition system   .Suppose an existed image within the 

trained set has been selected to be verified, as illustrated in 

Fig.4. 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

Fig 5:The training set of foot images plus an existed test 

foot image to be verified 

 

 

            
 

 

           
                              

  

 

 

                               

 

 
 

Fig 6:The training set of foot images plus an existed test foot 

to be verified when we find determinant value each                           

block 

 

 

 

 

(1)                   (2)                  (3)                    (4)

  
          (5)                   (6)                  (7)                   (8)  

    

(9) Test image 

 

 

Fig 7: Extract Features for each image using Threshold (T) 

 

The Euclidean Distance between trained set and the verifying 

Foot image is, obvious as listed below:   
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Table 2. Euclidian Distance between initial point and centric 

point for each image and verified image 

 

 

 
 

The Min {MSE} between trained set and the verifying Foot 

image is, obvious, between ED Foot2 and ED Foot9 i.e. Min 

{MSEK}=MSE2,which illustrated in Eq.(9) as listed below:   

 

 

Table 3. Mean square Error between training set of Foot 

image and verify image 

 

6.    CONCLUSION 

            In this paper, a complete and fully automatic approach 

for Human footprint recognition images is proposed. The 

algorithms used in footprint recognition are categorized into 

three stages: image gathering processing, feature extraction and 

template matching .our recognition make approach 

computationally inexpensive and significantly robust 

recognition decision Using three-stage feature matching with 

centric point and boundary edge of footprint  measures 

significantly improved the matching performance. Comparative 

with other methods a high recognition rate by verifying raw 

footprints directly is difficult to obtain, because people stand in 

various positions with different distances and angles between 

the two feet. To achieve robustness in matching an input pair of 

Footprints with those of registered footprints, the input pair of 

footprints must be normalized in position and direction. Such 

normalization might remove useful information for recognition. 
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