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ABSTRACT 
The application system while executing in a Grid environment 

may encounter a failure. This phenomenon can be overcome 

by a reliable scheduler who plays the major role of allocating 

the applications to the reliable resources based on the 

reliability requirement of the applications given by the users. 

The reliability requirement considered in this paper is 

deadline and budget which is also the quality of service 

requirement needed for the applications. In this paper, based 

on deadline and budget as a main factor the tasks are 

scheduled to the reliable processors. 
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1. INTRODUCTION 

Grid Computing is a type of distributed computing to solve 

complex, huge computations where the resources in the 

remote places are accessed by connecting all the resources 

together in a network. The resources of computers owned by 

individuals or by organizations from several countries are 

connected to form a single, vast super computer. A Grid 

gathers together resources and makes them accessible in a 

secure manner to users and applications [1]. Grid computing 

is needed when there is a necessity for huge computing of 

data and the data is stored in different institutions. Based on 

the needs, grid is classified into Private vs. Public, Regional 

vs. Global, All-purpose vs. Particular scientific problem. The 

large applications from the users are divided into a set of 

subtasks and sent to the several resources connected to the 

main server which is freely available. There are four different 

classes of Grid users such as end-users of applications, 

application developers, system administrators, and managers 

of organizations. After the computations are over at the 

particular resources, the results are sent back to the main 

global server. As soon as all the other computations are 

received by the global server, the result is then provided to the 

user. 

Grid scheduling plays the major role to schedule the tasks 

onto the processor efficiently. There are three phases in grid 

scheduling such as Resource discovery, System selection and 

job execution. When executing the job, the resources should 

be reliable so that the job can execute successfully. The 

reliability of the grid system is affected by several factors 

such as hardware failure, software failure. Reliability of 

computational hardware, software and data resources that 

comprise the grid and provide the means to execute user 

applications and reliability of grid networks for messaging 

and data transport are important and should be met 

[2].Ignoring Grid reliability characteristics can lead to reduced 

application performance, such as schedule length and 

speedup, due to wasted operations [3]. Reliability of the grid 

system depends on the failure rate of the processors and the 

links between them. These failure rates can be derived from 

Grid resource’s profiling, system log, and statistical prediction 

techniques [4]. Reliability of a system with expect to a task set 

as the probability that the system can run the task set without 

any failure [5]. 

2. RELATED WORKS 

The objective of the paper described in [6] to design 

reliability-driven scheduling architecture to measure system 

reliability, based on an optimal reliability communication path 

search algorithm to find the shortest path, and then they 

introduce reliability priority rank (RRank) to estimate the 

task's priority by considering reliability overheads. RASD 

algorithm consists of two mechanism such as a listing 

mechanism-heuristic for HDC systems and Processor 

assignment mechanism based on task-duplications. Tasks are 

assigned to the processors and duplications are employed to 

reduce their costs which result in reducing the schedule length 

and improving the system reliability.  Two heuristic 

algorithms such as Minimum cost Match scheduling and 

Progressive Reliability Maximization Schedule are used in 

Reliability Driven Task Scheduling Algorithm to improve the 

system reliability and schedule length. MCMS constructs a 

bipartite matching graph and schedules tasks to processors 

according to the min-cost maximum bipartite matching. 

PRMS uses a progressive relaxation strategy based on a 

schedule obtained from the ALAP scheduling. After this task 

is scheduled, mark the node, update the dependence constraint 

information, system reliability cost and the schedule length, 

then continue this process until all nodes are marked [7].  

Repars and Refine is proposed for Periodic tasks in a 

heterogeneous system to improve reliability while meeting the 

time constraints and to enhance the system reliability while 

being able to tolerate the failures by introducing primary 

backup scheme respectively. Repars algorithm selects a 

processor providing the task with the smallest reliability cost 

which in turn results in the highest reliability for the task. 

Refine algorithm considers fault-tolerance in addition with 

reliability of the system. It calculates based on first-fit 

strategy, the task which reliability cost is small enough to fit 

into processor [8]. The objective of algorithm RCD is 

minimizes the schedule length and maximizes the reliability. 
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RCD is designed so that it no need of extra hardware cost. 

Advantage of RCD over the non-RCD algorithms in 

schedulability mainly comes from the variance in tasks' 

reliability costs among different processors [9].  

The objectives of this paper are minimizing the 

makespan and maximizing the reliability. The two Multi-

Objective Evolutionary Algorithms such as Multiobjective 

Genetic Algorithm (MOGA) and Multi objective Evolutionary 

Programming (MOEP) with non-dominated sorting are 

developed which account both for schedule length and the 

failure probability based on non-dominated ranking for 

selection. MOEA combines Evolutionary computation and 

theoretical frameworks of multi-criteria decision making. 

MOGA is a probabilistic and uses global search technique 

[10]. In Cost and dependence matrix for grid algorithm 

(GCDM), the cost of data transfer between the costs. Two 

matrix such as CT * T matrix and different tasks and 

dependencies between tasks is modeled as an acyclic directed 

graph (DAG) to minimize DT * T matrix for data 

transmission cost matrix between the depending nodes and 

dependency graph nodes matrix respectively. The purpose of 

this algorithm is to assign the task to the best resources [11]. 

 The Dynamic and Reliability-Driven Scheduling 

Algorithm is employed to increase the reliability by 

minimizing the system reliability cost. First DASAP (schedule 

As Soon As Possible) and DALAP (schedule As Late As 

Possible) are used to assign the task to the processors, in 

which system reliability is not considered then Dynamic 

Reliability-Cost-Driven (DRCD) Scheduling Algorithm is 

designed to assign the task to the processors which take 

reliability cost into account [12]. The objective of RDGS 

algorithm is to maximize the total number of tasks completing 

execution based on Communication to Computing Ratio 

(CCR) which decides the appropriate grid site for scheduling 

tasks [13].  

The selection of heuristic depends on the structure 

of the heterogeneity among tasks and machines, the 

optimization requirements, and the arrival rate of the tasks 

[14]. HRDS is a hierarchical reliability-adaptive scheduler, 

assigns each task to a processor according to its computation 

time and reliability overhead. Based on the application needs, 

global server resource management system assigns the weight 

of the reliability overhead value to the local server. 

 3. SYSTEM MODEL 

  User sends their applications to the server. Grid 

scheduler splits the application into a subset of tasks or jobs, 

so that tasks execute efficiently on the processors. The subset 

of tasks reached for scheduling may be dependent on each 

other’s task or may be independent. If the task is dependent on 

each other, the output of parent task flows to the immediate 

child task. The dependent tasks are represented by Directed 

Acyclic Graph (DAG). DAG represented by nodes and edges. 

Nodes are represented by N1 to N7 in the diagram. Edges are 

represented by E1 to E10 in the diagram. Each node has its 

own computation cost, that is the cost required to execute the 

task on the processor. Each edge has communication cost, that 

is the cost required to flow the data from one node to another 

node. The Directed Acyclic Graph figure is shown in fig 1. 

Directed Acyclic Graph (DAG) G =⟨N, E⟩, N is the set of n 

tasks; E is the edge between the tasks to represent the 

dependences. The weight W (n) is assigned to task n 

represents the computation cost and the Weight W (ei,j) 

assigned to edge ei,j represents the communication cost. A 

node without predecessors, pred (n) is called an entry task. A 

node without successors, succ(n), is called an exit task. The 

set of Resources are denoted by {R1,R2…Rn}. 

 

 

 

 

                 

 

 

                     

              

Fig 1:  Directed Acyclic Graphs 

 4. SCHEDULING ALGORITHM 

The divided applications are sent as a DAG. The 

computation and commuications costs of every task is 

calculated by the Global scheduler. If the user gives a high 

budget, the tasks are scheduled on to the reliable processors 

which have a low failure rate. The failure rate is stored in a 

System log by the Grid Information System(GIS). The 

Reliabilty probablity of the tasks are calculated to guarentee 

that  each task is  successfully executed on the processor and 

the output succefully reaches its child node. Reliability of the 

task calculation helps to schedule the tasks on the reliable 

processor based on the value. 

 

The operational model of the Architecture is as follows 

1. Initially user sends the application with the deadline 

and Budget to the Global server and is divided into 

subset of dependent tasks by the grid scheduler. 

2. GIS in the Global server updates the information 

about the available resources connected in the 

network at a fixed interval of time.The information 

such as Number of resources, cost, capacity of each 

resource, failure rate of the resources from the 

history records, communication delay among the 

resources are saved periodically. 

3. Resource Manager in the Scheduler requests the 

GIS for freely available resources details. Global 

scheduler maintains the Lookup table. 

4. After receiving the information from the GIS, it 

uses the Lookup table to match the budget of the 

resources with the value given by the user.  

 

5. Based on the compared value of deadline and 

Budget the Rank is given to the each task. 

 

6. Based on the Rank value, the algorithm is selected 

and executed, then the Resource Manager selects 

the resources and queue the tasks to each resource 

queue. 

7. Dispatcher selects the task from the Resource 

Queue. 
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8. Dispatcher submits the tasks onto the respective 

resources successfully. 

9. Finally Scheduler assembles the output of the 

resources and sends it to the corresponding user. 

The Global scheduler selects the algorithm based on 

criteria given in the table and runs the respective algorithm, so 

that it can save time and meet the user needs.  

Table1 shows the Global scheduler Lookup table. Based 

on the rank level, it will put the task on the queue and it will 

add the numberic rank as additional parameter, and execute 

the tasks on the reliable Resources. The Economic Based 

Reliable Grid Scheduling Architecture is shown in the fig  2. 

 

      

  

 

 

 

 

 

           Fig 2: Economic Based Reliable Grid Scheduling Architecture 

Table1:Global scheduler Lookup table 

 

4.1 DEFINITION AND ASSUMPTION 

   The HEFT algorithm selects the task with the 

highest rank value at each step and assigns the selected task to 

the processor, which minimizes its earliest finish time by 

calculating EEFT. Here the Rank is based on the deadline & 

budget. If the rank level is higher most and Highest then 

EEFT algorithm is performed first and then followed by 

calculating reliability of the tasks on the processor. Work 

done is calculated by Execution time of load of the task on the 

Resource  is  

 

     )source C(Rf the Capacity o

(t)the task WWeight of 
Work done

iRe


    (1)  

      Earliest Execution Finish Time (EEFT) of the task on the 

resource is  

Rs

Workdone
) EEST(n,R) EEFT(n,R ii                (2) 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

Where EEST is the earliest execution start time of a 

task on the resources and Rs is the processor clock speed.  

The EEFT of the parent node should be greater than 

than the EEST of the child node,So that the output data can be 

flown from parent to child node. Assume that resourecs are in 

the different locations. So there must be the delay in the 

communications among the procesors. For each task, 

reliabilty of the task is calculated in percentage by reliabilty of 

the task execution on the resources successfully without 

resources failure rate and delay between resources.  

 

   100*11Re -delay)) *(-fRWorkdone*(l(n) i        (3) 

 

Where fRi denotes failure rate of the ith resource R. 

Both failure rate of the resources and delay among the 

virtually connected resources is from system log. 

 

5. PERFORMANCE EVALUTION 

Using Budget and Deadline as a Main factor  the 

Graph is drawn shown in fig 3 and fig 4. In Grid simulator 

Jobs are represented as Gridlets. Each Gridlet consists of job 

length, the size of input and output files and job owner id, 

Budget Deadline Parameter concern Rank level Approach 

High Near & hard Budget-based & deadline based very high 
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along with that user have to give deadline(D-factor) and 

budget(B-factor).  

 

If the deadline is relaxed then the priority of the task 

is low , perhaps the gridlets placed in the final positions in the 

resource queue. If the deadline is tight the priority is higher, 

executed earlier so that the task doesnt miss the deadline. 

 

 

1. Grid Information System: 

       

       for each fixed clock rate 

       do 

          if GIS receive signal 

          Updates GIS with resource information 

          {R1, R2…RN} details 

          Else 

          Update Delay rate or failure rate fpi /disconnected 

          End if 

        End 

 

2. Grid Scheduler: 

 

       for each fixed clock rate 

      do 

         Updates RM with freely available resource  

         {Rf1,Rf2…RfN} details 

       end 

 

 Divide applications into subset of tasks 

 DAG G=<V,E> 

 Set the computation costs of tasks, 

 communication costs of edges 

 Compare the user B-value with the  

available resource B-value 

 Sort the deadline 

 Rank the tasks and choose the algorithm 

 based on the criteria in the Lookup table 

      if Rank Level  i < 3 where i=1 

                 Get the sorted Deadline array D[i] 

                 for each available Resources R 

                do 

   Calculate workdone using Eq 1 

           Calculate EEFT(n,Ri) using the Eq 2 

         end 

          Select the suitable resources and put the tasks  

          in corresponding Resource Queue {Rq1,Rq2…RqN} 

        end if 

 

       if Rank Level i < 4 where i=3 

        for each available Resource R 

        do 

          Compute the Rel(n) using Eq3 

        end 

         Select the suitable resource and put the tasks in    

         corresponding Resource Queue  {Rq1,Rq2…RqN} 

       else 

        Assign the tasks on the any resource available 

      end if 

 

3. Dispatcher 

      Dispatch the task from the Resource Queue    

      {Rq1,Rq2…RqN} to the respective resources 

 

 

Algorithm: Economic based Reliable scheduling algorithm 

 

 

 In our experiment the resources are 2000GB, 2500GB, 

6000GB, 9000GB and 12000GB. As the capacity of the 

resources increases, the speed and budget of the processor will 

be low. If the resource R1 has low capacity it should have 

high speed, so it is capable to execute faster and finish the 

execution before the deadline. The Execution start time of the 

task depends on the execution finish time of the previous task 

executed on the resources scheduled by the Grid scheduler.  In 

dependency tasks, the execution start time of the child tasks 

should be after the execution finish time of the parent tasks.  

 

The execution start time of the tasks is assumed based on 

these criteria. In this graph the Tasks which have near 

deadline is executed first, but also based on the budget of the 

application too. 

 

After the scheduler executes the EEFT algorithm, it will 

execute the Reliability of the task on the resources. If  

 

the user gives high budget value, it is possible to select the R1 

based on the execution time, but the scheduler also check the 

Reliability of the resources and schedule the tasks to the freely 

available processors. In a scenario the budgets are given to the 

applications by the users as 0, 900, 1400, 1500 and 2500 in 

dollars as shown in the fig 4. If the user wants to execute the 

application freely, the scheduler will execute the applications 

on the resources which have low budget value. The reliability 

of the tasks is calculated in percentage. 

 

The Deadline Vs EEFT is illustrated in the fig 3 and The 

Reliability Vs Budget of the application is illustrated in the fig 

4. The EEFT is diagonally increases from left to right in the 

fig 3.Thus the deadline and reliability based scheduling is 

done using Economic based Reliable scheduling algorithm. 

 

 

 



International Journal of Computer Applications (0975 – 8887)  

Volume 64– No.3, February 2013   

27 

 
 

 
Fig 3: Deadline Vs EEFT 

 

 
 

Fig 4: Reliability Vs Budget of the application 

 

6. CONCLUSION 

In this paper, both deadline and budget are used as a main 

factor to schedule the tasks on reliable processors. Based on 

the user requirement, the algorithm is executed to achieve the 

reliability and it satisfies the user requirement. This approach 

saves the running time of the algorithm. In the future, further 

user requirement is planned to be taken into account for 

reliability. Thus the deadline and reliability based scheduling 

is done using Economic based Reliable scheduling algorithm.  
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