
International Journal of Computer Applications (0975 – 8887)  

Volume 63– No.3, February 2013 

35 

Study and Analysis of Predictive Data Mining 
Approaches for Clinical Dataset 

 
Pooja Mittal 

Department of Computer Science & Applications 
Maharshi Dayanand University, 
Rohtak 124001, Haryana, India 

 

 

Nasib Singh Gill 
Department of Computer Science & Applications 

Maharshi Dayanand University, 
Rohtak 124001, Haryana, India 

 

ABSTRACT 

Data Mining is an assortment of effective tool set to perform the 

statistical analysis on an immense dataset and to retrieve the 

valuable information from the dataset. In this work we have 

carried out an analytical survey on predictive data mining 

approaches on clinical dataset. The clinical dataset processing is 

one of the effective and most sensitive area which is studied under 

an expert environment. The present paper discusses KDD, data 

mining with reference to clinical expert system analysis, different 

applications and the approaches that can be used for the predictive 

data mining in same area. The scope of this paper is confined to 

the prediction of a person disease, based on symptoms dataset. 

The strength of data mining approaches in diverse clinical 

applications is also analyzed.   
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1.  INTRODUCTION  

Data Mining is itself a vital part of Knowledge Discovery in 

Databases (KDD) process, which infers knowledge from large set 

of databases coming from multiple sources. In today’s demanding 

age, KDD is gaining popularity as a strong analytical solution for 

deriving useful information from voluminous data. KDD is an 

efficient process, as before extracting knowledge, it cleans the 

input data set to derive the desired reduced data set which 

produces the relevant knowledge to take constructive decisions. 

  

 

 

 

 

Fig 1: Data pre processing 

As depicted in the Fig 1, large data sets undergo an immensely 

important process i.e. Data Pre-Processing, which intently extracts 

the useful required dataset which will be more condensed then 

input data set. 

This process trim down the data set at two levels: First at attribute 

level & then on tuples. KDD provides number of methodologies 

for relevant attribute selection like Gain Ratio, Gini Index. For 

instance, consider a customer data set (approx. 5000 records) of 

any Pharmacist having following details: Bill_No, Name, 

Address, Medicine_Purch, Amount, Ph_No, Doctor_ Name, 

Email address and many others. In this data, fields like name, 

email, phone no can never be supportive in decision making 

process, thus by applying above stated methods, they are curtailed 

to reduce the number of attributes and the preprocessed table will 

have only the following fields: Bill_no, Address, 

Medicine_Purch, Amount, Doctor_Name.. Once attributes are 

picked then depending upon requirements, tuples are selected to 

further condense the data set.  Once pre processing is done, Data 

mining process is applied to derive the desired knowledge as 

shown in Fig 2. 

 

 

 

 

 

        

Fig 2: Knowledge Extraction Process 

 

Data Mining is about to extract the hidden facts from a dataset 

and to discover the knowledge from it. This knowledge is then 

used to seize some short and long term decisions. These decisions 

are represented as the prediction. The mining used in such kind of 

estimation and analysis is called predictive data mining. The 

predictive mining is nothing just a collection of mathematical 

formulas to identify the hidden facts and trends. The predictive 

analysis removes the guess work and gives a scientific and 

analytical reason for the decision [1].  There are numerous 

applications of predictive analysis that includes the stock market 

prediction, weather forecasting, network attack analysis etc. In 

this present work we are discussing the predictive analysis 

respective to health care analysis. It is emphasized that in health 

care analysis, source and nature of data plays an incredible role. 

There are number of different approaches, tools and techniques 

that are supportive in prediction system. Some of these 

approaches are discussed in this paper. 

Medical diagnostic is the foremost application that comes under 

the predictive data mining. But unlike other applications it is 

primarily concern with expert system. It means the study and 

analysis of medical diagnostic is possible under some medical 

expert of that field. Health care diagnostic prediction systems not 

only requisite the statistical and analytical study, it also requires 

the subjective study along with expert guidelines [2]. The 

accuracy level required in such system is very immense even 

though they cannot be implemented as an individual application 
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without the expert concern. Such kind of system requires much 

more precise & accuracy in all steps of its architecture. The 

majority of the clinical database systems are dedicated, respective 

to the disease for which diagnostic is being performed. According 

to this the initial dataset is required. The acquired dataset must be 

secondary and taken from some physician or the concerned 

agency. The data collection in such system is again an expert 

system based application. The basic property of such dataset 

includes the heterogeneity of data set. Such kind of data is taken 

from patient lab tests, patient interviews, physician experience 

etc. All these approaches of data collection are used collectively 

to get a reliable and accurate dataset [3]. Once the dataset is 

acquired, it requires some filtration i.e. data cleaning. The 

cleaning is done under the expert of same disease. Once the 

cleaning is done the categorization of data is required. A rule 

based analysis is conceded to find the decision parameters on the 

basis of which the categorization will be performed. To achieve 

this, different clustering and classification approaches are 

performed. Once the categorization is done finally the decision 

making is performed in terms of prediction of disease.  

2.  HEALTH MONITORING 

 APPLICATIONS  

Though there can be numerous Health Monitoring Applications 

where data mining can play an incredible role for effective results, 

but most demanding applications are pictorially depicted in Fig 3 

and discussed in the following section. 

     The most regular and the reliable application of data mining is 

health care system, which in turn keeps the historical information 

of patients, their symptoms, diagnostics, tests, lab results etc. 

While providing the diagnostic to a new patient the previous 

history is analyzed to verify or identify the diagnostic that can be 

applied to the patient. These kinds of systems are analytical 

system on which the statistical analysis is applied to acquire the 

summarized information from the dataset. Such kind of system is 

suggestion based system [4]. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3: Clinical Mining Applications 

The imperative aspect of data mining in medical is image based 

diagnostic. Diverse types of X-ray and MRI images are used to 

represent different kinds of tests, required for diagnosis. The 

mining approach is here worn to identify the kind of infection or 

the tumor in such medical images. In such systems, data mining 

improves the successful detection ratio as well as reduces the 

diagnosis cost of the patient. The successful detection of 

abnormality in such images is more then 90%. Even though such 

systems are implemented under the surveillance of some expert of 

same area [5]. 

The pharmacy industry is another prime area that employs data 

mining for designing the business strategies so as to decide the 

medicine that requires more productivity. This requires an 

analysis of demand and supply. The analysis also comprehends in 

estimating the assurance about the investment return. In such 

systems the medical diagnostic is analyzed in terms of convention 

of medicine relative to the particular disease. Different parameters 

are also considered to estimate the medicine usage by a particular 

age group, disease patients etc. It also includes the comparative 

study of other drugs on same disease and analysis of after effects 

[6]. In other words we can say in such application the medical 

diagnostic is mined as a business model. 

3.  APPROACHES FOR CLINICAL 

MINING 

Data Mining is described as a statistical tool that can derive the 

analytical decisions on any well organized dataset. The reliability 

of the decisions driven depends on two major factors. First the 

data itself and other is the approach that is being implemented to 

extract the information.  Here the data means how accurate and 

relevant the data is. The data itself is defined by several factors 

such as data size, medium from where data is fetched etc. Once 

the data is extracted, the next exertion is to filter it according to 

the requirements. Only the accurate and relevant data can 

conclude to good decisions. Once the required accurate data is 

available, the next job is the approach selection. The selection of 

approach depends on diverse factors such as linearity and 

impurities in dataset, size of data, operation being performed etc. 

In case of predictive analysis on clinical data the approaches that 

can be implemented are specified in this section.  

3.1 Association Mining 

Association Data Mining is one of the traditional data mining 

technique used for both the descriptive data mining and the 

predictive data mining. Association mining is basically the study 

of a decision parameter respective to the existence of other 

parameters [7]. In medical care application, the association is 

basically carried out between different parameters such as (i) 

between symptoms and disease (ii) between two different 

symptoms such as blood pressure and sugar level etc Association 

rules are generated as a result of association mining process, 

which in turn will perform the prediction. To ensure the quality of 

these generated rules, the foremost intended measures are support 

and the confidence.  

 Let’s have two symptoms called S1 and S2 then the 

support rule S1 => S2 for a particular patient record is defined by 

support vector s. Here s is defined in percentage 

Support (S1=>S2) = P (S1 U S2) 

For the same rule the confidence level is defined as 

Confidence (S1=>S2) = P (S2 / S1) 

3.2 Genetics      

Genetics is the most accepted optimization algorithm that is being 

used by medical science to acquire the rapid and accurate results. 

A medical database is generally a vast dataset with number of 

decision parameters. In this genetic approach a smaller initial 

dataset is defined and each data value is represented as a 

chromosome. Now these chromosomes are processed by using 

genetic approach. The solution from these chromosomes is 

generated based on some rule set called fitness function. The 
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chromosomes that follow this fitness function are processed 

further and rest values are discarded. By implementing the 

crossover operation on two different chromosomes new decision 

vectors are also generated.  The GA is basically the search 

algorithm that uses the previous search as the base search and 

based on that, the result analysis is done in effective time [8]. 

Following query describes the complete GA process. 

begin 

    INITIALIZE population with random candidate solutions; 

    EVALUATE each candidate; 

    repeat 

        SELECT parents; 

        RECOMBINE pairs of parents; 

        MUTATE the resulting children; 

        EVALUATE children; 

        SELECT individuals for the next generation 

    until TERMINATION-CONDITION is satisfied 

end 

The approach followed by the genetic is shown in Fig 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

             No 

                       Yes 

 

 

 

 

 

 

Fig 4: Genetics Process 

3.3 Regression Analysis 

Linear Regression is the basic type of regression analysis used in 

different statistical analysis applications. In this approach the 

analytical decision is taken about one variable or the parameter 

respective to other. The equational representation is given by 

Y=b + w*X 

Here b and w are the regression coefficient and X and Y are the 

related parameters. Changes in one parameter affect the other. 

Such as X can be the symptom and Y is the parameter related to 

disease. In simpler scenarios, linear regression may be useful but 

complex clinical analysis is not dependent on single vector it has 

number of correlated parameters that affect different output 

parameters. In such cases, multiple linear regressions is 

implemented [9].   

3.4 Fuzzy Rule Based Decision Making 

Some of the researchers used the fuzzy rule set as the decision 

making approach to design a clinical decision support system.  

Such kind of decision making is defined in terms of vectors called 

fuzzifier, fuzzy interference engine and defuzzifier. The first most 

significant task is the fuzzification in which the decision variables 

are considered that defines the input dataset along with 

membership function. Once the member ship functions are 

defined, the fuzzy rules are applied on it to perform the basic 

classification or the categorization. The fuzzy rule when 

associated with specific variable, defines the base rule which acts 

as the fuzzy interference engine [10]. On the basis of this base 

rule, Fuzzy interference engine performs the decision making. 

Finally to present the output as  a quantitative value the 

defuzzification process is performed. In the clinical data set the 

member ship variables are in terms of some symptoms such as in 

case of heart disease the symptoms can be the heart beat, 

cholesterol level etc.  The membership function is the 

specification of the range that decides the critical level of the 

value respective to the disease. The membership function is 

determined with the expert concern. Accordingly, the rule set will 

be generated and the decision making will be performed [11][12]. 

The fuzzy based interference system is a rule based classifier in 

which temporal algebra is used to generate the fuzzy rules. The 

fuzzy rule can be defined as a condition given as 

F(Condition) => y 

Here condition is the conjunction of attributes and y represents the 

class that supports the condition. 

3.4 Neural Network Approach 

Neural network is basically a classification technique used by 

copious decision making and the forecasting applications. In the 

medical field the neural network is extensively used to perform 

the predictive decision making under the defined set of rules [13].  

The process performed by the neural is called the learning or the 

training of data. It means it derives the conclusion based results 

by deciding the decision vector variables and assigning specific 

weightage to these variables. It can process multiple variables 

collectively and effectively. Once the complete dataset is 

generated with weighted values it goes under the learning stage in 

which the weightage values are adjustified to predict the correct 

class. There are different kinds of neural network approaches 

comprising of the feed forward, back propagation, SVM, art 

network etc. Most of them perform the classification task. The 

major advantage of neural network is its parallel processing on 

multiple attributes and robustness in terms of weightage 

assignment. The neural network approach is the error prone 

approach that gives good results even in case of noisy data. In the 

clinical research area were the datasets are generally more clean 

and accurate the neural network is more effective and robust in 

terms of predicting the correct decision [14][15]. 

3.5 Markov Model 

Hidden markov model is one of the pattern analysis tool used in 

many prediction based applications.  Many of the recognition 

based applications uses the same approach to acquire the results 

with higher accuracy and the robustness. The major advantage of 

markov model is that it can work with both structured and 
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unstructured attributes. In both cases the markov model identifies 

the patterns over the sequence of data [16]. Then these patterns 

are used to perform the decision making. To generate the pattern 

it uses distance analysis function with different vectors and 

discovers the value based patterns out of it. According to the 

distance vectors it defines various levels and with each level it 

reduces the dataset by eliminating the unsupported data values. 

Once it obtains the appropriate dataset it uses the association 

mining to conclude the final relationship [17]. In case of clinical 

dataset where we have outsized and accurate data values such 

model is more effective. 

3.6 Decision Tree 

Decision tree is one the major approach for knowledge 

representation. The decision trees are oriented to data 

classification and the prediction. The basic representation and 

construction of decision tree appears similar to the general tree 

structure in which data is organized in a parent child formation. 

Where each parent represents a class and the child nodes 

represents the data value that comes under that class. The decision 

tree algorithm exists where the hierarchy exists in class definition, 

respective to data values. The decision tree gives the benefit of 

hasty reduction of dataset for the processing [18]. Decision Tree 

algorithm provides the supervised data classification approach. 

Many of the classification Tools uses the same approach for data 

categorization [19]. 

As the Data Mining is a process of information as well as decision 

recovery that can be performed on large dataset. All above 

approaches are equally capable to discover the patterns from the 

large clinical datasets and to perform the prediction oriented 

decision making out of it. Some of these approaches are rule 

based approaches and some covers the concepts of soft computing 

techniques. Though all the approaches mentioned above are 

equally strong, but their applicability depends upon the nature and 

size of data as well as objective. Here association mining is the 

basic data mining approach where we have a precise set of data 

values. The approach can filter the dataset based on data values as 

well as the on the bases of association between attributes.  The 

regression is also an analytical tool that check the relation 

between two or more attributes to perform the decision making. 

But as the number of attributes increases it is not much effective. 

The markov model is the prediction based analytical study that 

creates a group of values to perform the decision making. The 

decision tree is level based classifier that establishes the 

relationship between the classes itself.  Because of this it reduce 

the data set very fast and return optimized processing to derive the 

fast results. But when the classification criteria overlap, this kind 

of approach cannot be used. Neural Network is another intelligent 

classifier performs the decision making based on the weight age 

assignment. Thus, every approach has its own arena and features.  

 

4.  CONCLUSION 
 

In this paper potency of KDD & data mining is analyzed in terms 

of Health Monitoring Systems & study of data mining is 

performed on clinical dataset. Review of different predictive data 

mining approaches for the clinical dataset is presented in this 

paper. Some approaches are statistical that work on the user 

history and use basic data mining approaches to perform the 

disease prediction whereas other approaches are intelligent soft 

computing techniques that perform a classification based 

analytical study to identify the disease. Different statistical rule 

based and classification approaches are studied in the same 

vicinity. Strengths, process & weaknesses of every approach is 

studied and discussed. It is also analyzed that applicability of any 

approach is decided by the nature of data & application. This 

paper may act as a base map for selecting an appropriate data 

mining approach for diversified Clinical systems.   
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