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ABSTRACT 

In this paper we present a method for objects tracking in 

images sequence. This approach is achieved into two main 

steps. In the first one, we constructed the Local Binary Pattern 

(LBP) histogram pattern of each image in the sequence and 

the reference pattern. In the second one, we perform the 

algorithm by the pattern selected based on a distance 

measures to find similarity between two histograms. The 

maximum LBP histogram distance gives best results than the 

chi-square one. The proposed approach has been tested on 

synthetic and real sequence images and the results are 

satisfactory. 
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1. INTRODUCTION 
Tracking systems is important in computer vision. It is applied 

in different domain, for example in video surveillance and 

human computer interfaces (HCI). Various methods can be 

found in the literature and can be roughly classified into two 

basic categories.  

        The first category is the algorithms that estimate the 

absolute positions of the pixel in each image independently. 

This category includes the center-of-mass, or centroid 

algorithm [1,2] and direct fits of Gaussian curves to the 

intensity profile [3,4].   

        The second category includes algorithms that estimate 

the change in position of a pixel  by comparing an image to 

one subsequent. This category includes cross-correlation 

method [5,6,7], and SAD algorithm method [8]. The use of 

the second category is well known and commonly used in 

tracking for sequence image.  And it is commonly used in 

tracking vision for the visual matching problem [9]. 

        But the SAD method suffers from the sensitivity to 

intensity scaling of the image and the template [11, 12, 13]. 

And the ZNCC method presents an ambiguity in the area with 

similar brightness or similar texture. It is demonstrated that 

the LBP (Local Binary Pattern) is mainly characterized by the 

invariance to monotonic changes in gray-scale and fast 

computation, and it has proven performance background in 

texture Classification [10]. While operating in gray-scale color 

space, LBP is also robust to illumination changes.  

Texture, which has not enjoyed major attention in tracking 

applications, provides a good option to enhance the power of 

color descriptors.  In this way we propose to use the LBP [10] 

histograms to tracking the motif in a sequence of images.  In 

order to show the feasibility of the proposed method, it is 

tested and applied to both real image sequences and 

synthesized image sequences. 

2. LOCAL BINARY PATTERNS (LBP) 
The basic LBP features have performed very well in various 

applications, including texture classification and 

segmentation, image retrieval and surface inspection [10]. The 

local binary pattern (LBP) texture analysis operator is defined 

as a gray-scale invariant texture measure, derived from a 

general definition of texture in a local neighborhood.  The 

local binary pattern (LBP) operator was first introduced as a 

complementary measure for local image contrast [15]. The 

figure 1 shows an example of LBP calculation. LBP is a 

powerful operator of texture description. It labels the pixels of 

an image region by thresholding the 3-by-3 neighborhood of 

each pixel with the center value and by arraying the result to 

binary codes [10, 15].  

    

Example Threshold Pattern 

Figure 1: Example of LBP calculation: 

pattern =10010011; LBP=(10010011)2= 147 

 
 

The 256-bin histogram of the labels computed over an image 

can be used as a texture descriptor. Each bin of histogram 

(LBP code) can be regarded as a micro-texton. Local 

primitives which are codified by these bins include different 

types of curved edges, spots, flat areas, etc. Figure 3 shows 

some examples.[15,17] 
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spot Spot/flat Line end Edge Corner 

Figure 2: Examples of texture primitives 
 

Local binary pattern is a simple description operator of local 

texture. It can resist to the changes of illumination [10, 11]. 

And it has proven performance background in texture 

classification [10].  In recent years, the LBP operator has been 

used for texture classification, face recognition, image 

retrieval and other fields. 

3. HISTOGRAM DISTANCE 
  The use bin-to-bin distances for comparing histograms is 

very important. This practice assumes that the histogram 

domains are aligned. This distance depends on the number of 

bins. If it is low, the distance is robust, but not discriminative, 

if it is high, the distance is discriminative, but not robust. 

Distances that take into account cross-bin relationships (cross-

bin distances) can be both robust and discriminative. There 

are two kinds of cross-bin distances. The first is the 

Quadratic-Form distance [19]. Let P and Q be two histograms 

and A the bin-similarity matrix. The Quadratic- Form distance 

is defined as: 

)()(),( QPAQPQPQF TA   

  When the bin-similarity matrix A is the inverse of the 

covariance matrix, the Quadratic-Form distance is called the 

Mahalanobis distance. The second type of distance that takes 

into account cross-bin relationships is the Earth Mover’s 

Distance (EMD) [20]. 

   In many natural histograms the difference between large 

bins is less important than the difference between small bins 

and should be reduced.  The Chi-Squared (x2) is a histogram 

distance that takes this into account. It is defined as: 
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The x2 histogram distance comes from the x2 test-statistic 

[21] where it is used to test the fit between a distribution and 

observed frequencies. Chi-square histogram distance is one of 

the distance measures that can be used to find dissimilarity 

between two histograms. x2 was successfully used for texture 

and object categories classification [22, 23, 24], near duplicate 

image identification[25], local descriptors matching [26], 

shape classification [27, 28] and boundary detection [29]. 

4. PROPOSED METHOD 
The proposed method is achieved in two main steps. In the 

first one, we constructed the Local Binary Pattern (LBP) 

histogram pattern of each image in the sequence and the 

reference pattern. In the second one, we perform the algorithm 

by the pattern selected based on a distance measures to find 

similarity between two histograms. The flowing we present 

the algorithm used in this stud.  

Algorithm:   

First step 

1. Extract reference pattern 

2. Calcul LBP histogram of reference pattern: 

H(i,j)   = HistogramPattern(i,j) 

3. Extract pattern of each image in the sequence 

4. Calcul LBP  histogram pattern of each image in 

the sequence :  

                  Hn(i,j)= Histogram NewImage(i,j) 

End 

Second step  

Medd=Abs(max(H(i,j))- max(Hn(i,j))) 

Min(Medd(I,j)) 

And  

 Calcul the Chi-square distance between H(i,j) and   

Hn(i,j) 

 Min(chi2( H(i,j), Hn(i,j)) 

End 

 

5. EXPERIMENTAL RESULT 
   In this section, we present the experimentation results of 

into tracking image sequences. Real image sequences and 

synthesized image sequences are considered. For evaluation 

the algorithm tracking results we use Euclidean distance. 

5.1 Synthesized sequence image  
We used a sequence of grayscale image containing a 

moving ball. This database gives returns to Strauss [18]. Table 

1 shows the cumulative Euclidean distance r from the pixel 
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position for each images i and  (i +1) for the similarity 

measure using chi-square and maximum histogram. 

 

 

 

 

 

sequence N° 

 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 

 

Chi-square 

 

16 21 66 86 91 164 232 261 278 312 337 366 418 455 472 509 554 590 616 

 

Max-histogram 

 

 

10 

 

26 51 52 68 136 156 181 190 239 275 300 336 361 386 426 466 502 527 

Table 1: Cumulative Euclidean distance for the two  method 

 

 

Figure 3 presents the evolution of the position of pixels for 

each image using de cumulative Euclidean distance. The 

figure shows that the similarity measure uses the maximum 

histogram is below the chi-square. Therefore, the maximum 

LBP histogram distance gives best results than the chi-square 

one. Finally, we present examples of image sequence using 

the max histogram. From the results, it can be seen that its 

performance is acceptable for the synthetic sequence images. 

 

 

 

 

 

 

Figure 3 :evolution of the position of pixels for each image 

using de cumulative Euclidean distance 

 

     

Image1 Image15 Image30 Image45 Image 60 

Figure 4 : same image using max-histogram for tracking the ball 

 

5.2 Real sequence image 
In order to compare the performances of the method we have 

considered a real sequence image. We have used the video 

realized by Sargi [30] for tracking the face. Table 2 present 

the cumulative Euclidean distance from the pixel position for 

each images i and (i +1) for the similarity measure using chi-

square and maximum histogram. The table shows that the 

values relate to the measurement of Chi-square augment 

rapidly. In particular for image 6 and 7 the value of distance  

 

 

 

 

 

changes from 156 to 253, per against the distance for Max-

histogram increases in a progressive manner. 

Figure 5 presents the evolution of the position of pixels for 

each image using de cumulative Euclidean distance. The 

figure shows that the similarity measure uses the maximum 

histogram is below the chi-square. Therefore, the maximum 

LBP histogram distance gives best results than the chi-square 

one. Finally, we present examples of image sequence using 

the max histogram. From the results, it can be seen that its 

performance is acceptable for the synthetic sequence images. 
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Image Sequence N° 

 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

 

Chi-square 

 

16 21 30 47 51 164 253 303 319 348 373 402 438 478 494 534 

 

Max-histogram 

 

0 128 165 190 190 255 255 272 272 282 282 291 291 344 344 426 

Table 2: Cumulative Euclidean distance for the two  method 

  

 

Figure 5 :evolution of the position of pixels for each image using de cumulative Euclidean distance 

 

     

Image1 Image5 Image 10 Image15 Image 17 

Figure :  same image using max-histogram for tracking the face  

6. CONCLUSION 
In this paper a method for objects tracking in images sequence 

using Local Binary Pattern (LBP). For evaluation the 

algorithm tracking results we use the cumulative Euclidean 

distance from the pixel position for each images.The 

maximum LBP histogram distance gives best results than the 

chi-square one. From the results, it can be seen that its 

performance is acceptable for both the synthetic and real 

sequence images.  In the future work, we will exploit the 

information color for constructed the LBP operator.   
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