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ABSTRACT 

This work presents a simple process for gray image 

colorization, using a colored image which is similar to this 

gray scale image but not the colorized version of the gray 

image. This colored image is retrieved from the data base of 

colored images that has been created for this purpose. Here, 

the texture properties of the colored images are extracted and 

stored. For the purpose of colorization these features are 

compared with those of the gray image to be colorized and the 

best matching image is found out from the database. For 

colorization of this gray scale image a decorrelated color 

space YCbCr is utilized.  This technique is completely 

automatic and no human intervention is required in the 

process of colorization. Apart from this the technique 

presented here is very fast and produces good quality results 

as compared to the conventional colorization methods. 

Texture features used here to calculate a texture similarity 

measure are energy, entropy, contrast, homogeneity, 

autocorrelation based on correlation matrix as well as 

coarseness and directionality.  

General Terms 

Image Retrieval, Gray Scale Image Colorization, Texture 

Analysis.  

Keywords 

Texture Features, Entropy, Energy, Contrast, Autocorrelation, 

Homogeneity, Coarseness, Directionality. 

1. INTRODUCTION 
Adding colors to gray scale images not only increases the 

visual appeal of images but also enhances the information 

content of images. This is especially true in case of scientific 

images like Computerized Tomography (CT), X-ray images 

and Magnetic Resonance Imaging (MRI) can be enhanced 

when colorized for demonstrations, presentations, scientific 

data and old movies too [1-2]. Colorization techniques can be 

broadly classified into Hand colorization, Semi Automatic and 

Automatic colorization techniques. 

Hand Colorization techniques are the modes through which 

artists have been expressing their talents since ages. Now a 

days many softwares like Adobe photoshop, Paint pro, Black 

Magic etc. are available for this purpose. Semi automatic 

colorization is the mapping of luminance values to color 

values, done by converting the gray image to an indexed 

image [3]. The choice of the color-map is commonly 

determined by human decision. Pseudocoloring is a common 

example of the semi automatic coloring technique for adding 

color to grayscale images. Automatic Colorization is the 

technique to fully automate the gray image coloring process. 

Automatic coloring can be classified into three categories, as 

per the source of chromatic properties to be transferred to the 

gray image pixels [4], which are: Transformational Coloring, 

User Selection and Image Matching. 

In the transformational coloring [5], the coloring is done by 

applying a function which is called a transformation function 

Tk upon the intensity value of each pixel Ig(x,y) resulting in the 

chromatic value Ick(x, y) for channel k. Hence it can be said 

that: 

                                                       (1) 

 

Where Ig is the intensity value of pixel the x, y, and Ick is the k 

channel chromatic value for the same pixel).  

In user selection coloring [6], the user marks some samples 

points in the gray image and selects the colors of each, using a 

tool similar to a brush. There after the computer is responsible 

of spreading the color on the bounded region containing the 

colored samples. 

In Image Matching technique, a colored image is selected 

manually to be a reference for the color palette used in 

coloring process. The pixels of the gray image Ig are matched 

with a source colored image Is pixels.  

Technique of interest here is Image Matching/ Coloring by 

Reference colored image. This technique is based on the fact 

that for each gray pixel Ig (x, y) in target gray scale image 

there exists a colored pixel Is (x2, y2) in reference or source 

image such that the distance E (which is some similarity 

measure) between them exhibits the minimum value. The 

chromatic properties in ‘Is’ are transferred to ‘Ig’ and the 

achromatic value of ‘Ig’ is retained [7-10].  

When one represents any typical three channel image in any 

of the well-known color spaces, the different channels’ values 

will be correlated. For instance, in RGB color space, most 

pixels for the red and green channel will have large values if 

the blue channel is large. This implies that if it is desired to 

alter the chromatic properties of a pixel in a coherent way, 

then one must modify all color channels in tandem. Thus any 

type of color modification process gets complicated.  

So the prime requirement is an orthogonal color space without 

correlations between axes. Thus color space with decorrelated 

axes is a useful tool for manipulating color images in this 

work. Ruderman et al [11] developed such a color space, 

called lαβ, this color space minimizes correlation between 

channels for many natural scenes, since it is based on data-

driven human perception research that assumes that the 

human visual system is ideal for processing natural scenes. 

There’s little correlation between the axes in lαβ space, which 

allows the application of different operations in different color 

channels without troubles, due to undesirable cross-channel 

artifacts. Apart from this, lαβ color space also exhibits 

logarithmic properties, which means that to a first 

approximation the uniform changes in channel intensity are 

equally detectable [11]. This makes lαβ space, a very popular 

choice where colorization is concerned. 
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In the proposed work, another decorrelated color space 

YCbCr color space has been used for colorization [12-13]. 

YCbCr color space provides three decorrelated channels Y, 

Cb and Cr. Channel Y is achromatic luminance channel, and 

the chromatic channels Cb and Cr correspond to the 

difference between blue component with a reference value 

and difference between red components with a reference 

value, respectively. This space also allows selective transfer 

of chromatic Cb and Cr channels from color image to 

grayscale image without introducing cross- channel artifacts. 

Apart from decorrelated color space for pixel matching in 

image colorization by reference technique, other parameters 

like texture features are also required. Texture is a spatial 

property, a simple one-dimensional histogram is not useful in 

characterizing texture. In order to capture the spatial 

dependence of gray-level values which contribute to the 

perception of texture, a two-dimensional dependence matrix 

known as a gray-level co-occurrence matrix is extensively 

used in texture analysis. Other measures that have been used 

extensively are the autocorrelation function as well as 

coarseness and directionality [14].  

To colorize a gray scale image automatically the foremost 

requirement is a database of color images from where the 

most similar in composition image can be chosen to serve the 

purpose of source image whose chromatic properties will be 

transferred to this gray image. Thus a database of various 

color images from Berkeley database has been created [15] 

(see Figure 1). For retrieval of the images from this database, 

the texture features of all these images are extracted and 

stored, to be compared with the features of target gray scale 

image to be colorized. All the experiments concerned with 

this work are performed using MATLAB version 7.0.10.499 

(R2010a) on Intel(R) Core(TM) i5-3210 CPU@ 2.50GHz. 

 

Fig 1: Database 

2. METHODOLOGY 
First step of this method is to extract the texture features of 

the image database created. Here texture features utilized are 

energy, entropy, contrast, homogeneity, autocorrelation, 

coarseness and directionality. These are explained 

subsequently. 

The gray-level co-occurrence matrix [14][16][17] P[i, j] is 

defined by first specifying a displacement vector d = (dx, dy) 

and counting all pairs of pixels separated by d having gray 

levels i and j. A gray-level co-occurrence matrix captures 

spatial distribution of gray levels. Entropy a feature measuring 

randomness of gray-level distribution is, defined as: 

 

 
Note that the entropy is highest when in an image there are no 

preferred gray-level pairs for the specified distance vector d. 

The features of energy, contrast, and homogeneity are also 

defined using the gray-level co-occurrence matrix as given 

below: 

 
                                                                                                                    

 

The choice of the displacement vector d is an important 

parameter in the definition of the gray-level co-occurrence 

matrix. Occasionally, the co-occurrence matrix is computed 

for several values of d and the one which maximizes a 

statistical measure computed from P[i, j] is used. The gray-

level co-occurrence matrix approach is particularly suitable 

for describing microtextures. It is not suitable for textures 

comprising large area primitives since it does not capture 

shape properties. Gray-level co-occurrence matrices have 

been used extensively in remote sensing applications for land-

use classification. The autocorrelation function [14][16][17] 

p[k, I] for an N x N image is defined as follows: 

 

 =  

 
Where, f(i,j) is the gray level intensity of pixel in the subject 

image whose coordinates are (i,j). For images comprising 

repetitive texture patterns the autocorrelation function exhibits 

periodic behavior with a period equal to the spacing between 

adjacent texture primitives. When the texture is coarse, the 

autocorrelation function drops off slowly, whereas for fine 

textures it drops off rapidly. The autocorrelation function is 

used as a measure of periodicity of texture as well as a 

measure of the scale of the texture primitives. 

 

Coarseness [14][16][17] scales repetition rates. An image will 

contain textures at several scales; coarseness aims to identify 

the largest size at which a texture exists, even where a smaller 

micro texture exists. Computationally one first takes averages 

at each point over neighborhood the linear size of which are 

powers of 2. Average over the neighborhood of size 2k ×2k at 

the point (x, y) is: 

 
Where, f(i,j) is the gray level intensity of pixel in the subject 

image whose coordinates are (i,j). Then at each point one 

takes differences between pairs of averages corresponding to 

non-overlapping neighborhoods on opposite sides of the point 

in both horizontal and vertical orientations. In the horizontal 

case this is 

 

 

At each point, one then picks the best size which gives the 

highest output value, where k maximizes E in either direction. 

The coarseness measure is then the average of Sopt(x, y) = 2k
opt

 

over the picture. 
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Directionality [14][16][17] is a global property over a region 

it does not aim to differentiate between different orientations 

or patterns, but measures the total degree of directionality. 

Two simple masks are used to detect edges in the image. At 

each pixel the angle and magnitude are calculated. A 

histogram, Hd, of edge probabilities is then built up by 

counting all points with magnitude greater than a threshold 

and quantizing by the edge angle. The histogram will reflect 

the degree of directionality. To extract a measure from Hd the 

sharpness of the peaks are computed from their second 

moments. In other words: 

1) The edge strength ed(x,y) and the directional angle 

ad(x,y) are computed using approximate pixel-wise derivatives 

computed by the Sobel edge detector in the 3X3 moving 

window: 

|  

 
 

2) Histogram Hdir(ad) of quantized directional values 

ad - the numbers of the edge pixels (x,y) with the directional 

angle ad (x,y) and the edge strength ed (x,y) greater than a 

predefined threshold: 

– The histogram Hdir(ad) is relatively uniform for images 

without strong orientation. 

– The histogram Hdir(ad) exhibits peaks for highly directional 

images. 

3) The degree of directionality relates to the sharpness 

of peaks: 

 
Where, np - the number of peaks, adp - the position of the pth 

peak, wp - the range of the angles around the pth peak, r - 

normalizing factor related to quantizing levels of a, ad - the 

quantized directional angle (modulo 180o). Using the above 

formulae equations (2-11) we extract the texture features of 

the images in database and store them as texture database. 

 

In the next step a gray scale image (referred to as target 

image) to be colorized is analyzed for the texture features viz 

energy, entropy, contrast, homogeneity, autocorrelation, 

coarseness and directionality. These features are extracted and 

compared with the texture database and the best matching 

image from the database is extracted based on the texture 

feature matching. Now the target gray scale image is divided 

into small windows of equal size, (see Figure 2). Various 

window sizes have been tried and it was observed that a 

window size of 3X3 produces best results although the time 

consumed for colorization in this case is quiet long. So other 

window sizes ranging from 5X5 to 15X15 were tried for 

several images and it has been observed that a window size of 

7X7 produces good quality output images and the time 

consumed is also reduced to a great extent the source image is 

also divided into windows of equal size and the size of these 

windows is same as that of the window size chosen for the 

target image. Each of these windows is now average filtered. 

Average filtering is done here because a moving average filter 

smoothens the data by replacing each data point with the 

average of the neighboring data points defined within the 

span. This process is equivalent to low pass filtering with the 

response of the smoothing given by the difference equation 

[18]: 

=                         (12) 

Where ys(i) is the smoothed value for the ith data point, N is 

the number of neighboring data points on either side of ys(i), 

and 2N+1 is the span. 

.In the next step, the windows of both the target gray scale 

image and the colored source image are analyzed for texture 

features and the texture features are extracted (equations(2-

11)) for comparison and finding the best matching windows 

for color transfer. Once the texture features are extracted from 

each of these windows in target and source images in the form 

of numerical values and stored, for use in segmentation stage 

 

 

(a) 

 

(b) 

Fig2: Windowing of Image (a) Target Image (MATLAB 

Image ‘Autumn’) (b) Source Image (Berkeley Database). 

This technique uses K means clustering method for image 

segmentation [4] [19]. The K means algorithm is an iterative 

process utilized to partition an image into K clusters. The 

basic algorithm is: 

 

 Pick K cluster centers, either randomly or based on 

some parameter. 

 The cluster that exhibits minimum distance between 

pixel and cluster center, is assigned with that pixel. 

 By averaging all of the pixels in the cluster, the 

cluster centers are recomputed. 

 Until convergence is attained, above two steps are 

repeated. 

 

 In this case, distance is the squared or absolute difference 

between a pixel and a cluster center. The difference is 

typically based on pixel color, intensity, texture, and location, 

or a weighted combination of these factors.  

In this methodology K is chosen to be 5 and so five cluster 

centers are chosen. To calculate the cluster center the average 

of texture features extracted in the form of numerical values is 

calculated for each of the windows in the target as well as in 

the source image and this texture feature metric is stored in a 

matrix. The texture feature metric TFM for a window of size 

(n x n) is calculated as: 

http://en.wikipedia.org/wiki/Algorithm
http://en.wikipedia.org/wiki/Random
http://en.wikipedia.org/wiki/Distance
http://en.wikipedia.org/wiki/Distance
http://en.wikipedia.org/wiki/Hue
http://en.wikipedia.org/wiki/Brightness
http://en.wikipedia.org/wiki/Texture_(computer_graphics)
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Where, m is the window number, TF is the target feature, x is 

the total number of features extracted. In the next step five 

cluster centers are chosen in the range from the minimum to 

maximum values of elements of the matrix for target image 

and as discussed above the pixels of the target image are 

segmented or grouped into five clusters, (see Figure3). A 

cluster center is calculated here as: 

 

 
Where, CC is the cluster center, i is the center number, k is the 

maximum number of cluster. After this the source image 

windows’ texture features are matched with the cluster groups 

in segmented target image one by one and the best matching 

source window to a particular cluster in target image is found 

out(as shown in Figure 4). 

 
Fig 3: Target image Segmented into Five clusters  

 
 

(a)             (b)             (c)             (d)               (e) 

 

Fig 4: (a) Best Matching Window from Source Image to 

Cluster 1 in target Image. (b) Best Matching Window 

from Source Image to Cluster 2 in target Image.  (c) Best 

Matching Window from Source Image to Cluster 3 in 

target Image. (d) Best Matching Window from Source 

Image to Cluster 4 in target Image. (e) Best Matching 

Window from Source Image to Cluster 5 in target Image. 

 

This matching window in the source image is now used to 

colorize the corresponding cluster’s pixel in target image, so 

the next stage of this methodology is colorization. In the 

colorization stage each of the clusters in target image is 

colorized using the source image windows that match best to 

that target image cluster. The first step in colorization is 

converting the source image window to a decorrelated color 

space. In the proposed work, decorrelated color space YCbCr 

color space has been used for colorization [12]. 

YCbCr is one of the popular color space in computing. It 

represents colors in terms of one luminance component/ luma 

(Y), and two chrominance components/ chroma (Cb and Cr). 

Y is achromatic luminance channel, and the chromatic 

channels Cb and Cr correspond to the difference between blue 

component with a reference value and difference between red 

components with a reference value, respectively. This space 

also allows selective transfer of chromatic Cb and Cr channels 

from color image to grayscale image without introducing 

cross- channel artifacts. 

The following equations illustrate conversion of RGB into 

YCbCr color space and vice versa:  

(15)    

C  

 
And back 

 
G=Y-0.34414(Cb–128)–0.71414(Cr–128)                       

B=Y-1.772(Cb–128)                             

 

The main motive of this work is to make an image take on 

another image’s look and feel. More formally this means that 

it is desirable here that some aspects of the distribution of data 

points in YCbCr color space to transfer between images. For 

this purposes, the mean and standard deviations along each of 

the three axes suffice. Thus, one computes these measures for 

both the source and target image windows. Note that one 

computes the mean and standard deviation for each axis 

separately in YCbCr Color space. First, is subtracted the mean 

from the data points: 

 

 

 


 

Then, are scaled the data points comprising the target image 

by factors determined by the respective standard deviations: 

 

=  

=  

=  

 

Where subscript t stands for target gray scale image and 

subscript s stands for colored source image and σ stands for 

standard deviation. After this transformation, the resulting 

data points have standard deviations that conform to the 

source image. Next, instead of adding the averages that were 

previously subtracted in equations (21-23), one adds the 

averages computed for the source image, in Cb and Cr 

channels of target image. This step transfers the chromatic 

properties of matching pixels from source image to the target 

image. As the above mentioned step is not being implemented 

for the Y channel of target image so its luminosity is retained 

As a result YCbCr version of the target image is obtained (see 

Figure 5). Finally, the result is converted back to RGB color 

space using equations (18-20), and the colorized version of 

the target gray scale image is obtained (see Figure 6).  

Because it is assumed that one wants to transfer one image’s 

appearance to another, it’s possible to select source and target 

images that don’t work well together. The result’s quality 

depends on the images’ similarity in composition. The 

methodology is summarized here in the block diagram form 

(see Figure 7). Here the methodology is divided in two stages. 

Stage 1 is the retrieval phase and Stage 2 is the colorization 

phase. 
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The quality of results obtained by the proposed methodology 

is compared with the results of some other techniques in 

literature [8-10] based on various parameters like Mean 

Square Error (MSE), Peak Signal to Noise Ratio (PSNR), 

Normalized Cross correlation (NK), Structural Content (SC), 

Maximum Difference (MD), Normalized Absolute Error 

(NAE), Structural Similarity between Images (SSIM), on the 

basis of number of colors in the output image  and on the 

basis of Time taken for colorization[20-21].  

PROPOSED METHOD RESULT

Figure 5: YCbCr Version of Target Gray Scale Image. 

Figure 6: Target Gray Scale Image Colorized 

Mean Squared Error [20] is the average squared difference 

between a reference image and a distorted image. It is 

computed pixel-by-pixel by adding up the squared differences 

of all the pixels and dividing by the total pixel count. Mean 

Square Error between two images of size MxN is thus 

computed as: 

                                   (27)   

                                                  

Where, xj,k  and x’ j,k is the pixel intensity value at the 

coordinates the (j,k) of the  two images being compared 

respectively. 

 

Peak Signal to Noise ratio [20] is the ratio between the 

reference signal and the distortion signal in an image, given in 

decibels. The higher the PSNR, the closer the subject image is 

to the original. In general, a higher PSNR value should 

correlate to a higher quality image. PSNR for n bit images is 

calculated as: 

 
 

In signal processing, cross-correlation is a measure of 

similarity of two waveforms as a function of a time-lag 

applied to one of them. This is also known as a sliding dot 

product or sliding inner-product. For image-processing 

applications in which the brightness of the image and template 

can vary due to lighting and exposure conditions, the images 

can be first normalized. The closeness between two digital 

images can also be quantified in terms of correlation function 

[20]. Normalized Cross Correlation between two images can 

be computed as: 

 

 

Structural Content [20] is also correlation based measure and 

measures the similarity between two images. Structural 

Content (SC) is given by the equation 

 

Maximum Difference [20] is the maximum of the error signal 

(difference between the reference signal and test image). It is 

computed as: 

 

Normalized Absolute Error [20] is average of absolute 

difference between the reference signal and test image. It is 

given by the equation: 

Structural Similarity between Images (SSIM) [21] was 

proposed, based on the assumption that the human visual 

system is highly adapted to extract structural information from 

the viewing field. It follows that a measure of structural 

information change can provide a good approximation to 

perceived image distortion. The structural information in an 

image is defined as those attributes that represent the structure 

of objects in the scene, independent of the average luminance 

and contrast. The SSIM system separates the task of similarity 

measurement into three comparisons: luminance, contrast and 

structure and the three components are combined to yield an 

overall similarity measure. This results in a specific form of 

the SSIM index: 

 

Where, x and y are two non negative image signals extracted 

from two images that are being compared and µ is the mean 

intensity of the two images. σ is the standard deviation used 

here to estimate the signal contrast. C1 and C2 are constants 

included to avoid instability when µx
2+ µy

2 is very close to 

zero. Specifically: 

 

Where L is dynamic range of pixel values (255 for 8-bit 

grayscale images), and Ki<<1 is a small constant.  

 

Apart from these parameters, the results have also been 

assessed on the basis of number of unique colors present in 

the result image. For this simply the image is analyzed pixel 

by pixel for unique combinations of R, G and B values and 

counting a combination only once, in case of repeat. This 

process simply allows the comparison of results obtained 

through various techniques and through the proposed 

technique on the basis of number of colors that have been 

transferred from the colored source image to the target gray 

scale image in the process of colorization. The results of these 

comparisons to assess the quality of results obtained have 

been discussed in subsequent section 

http://en.wikipedia.org/wiki/Signal_processing
http://en.wikipedia.org/wiki/Waveforms
http://en.wikipedia.org/wiki/Dot_product
http://en.wikipedia.org/wiki/Dot_product
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Stage1: Retrieval Stage 

 

Stage2: Colorization Stage 

Fig 7: Methodology in Block Diagram 

3. RESULTS 

The proposed method was tested on various gray scale images 

for colorization and believable results were obtained. Some of 

these results are presented here (see Figure 8). These results 

display the target gray image, the corresponding colored 

image retrieved from the database and the colorized version of 

the target gray image obtained from the proposed 

methodology. The results obtained from the proposed 

methodology are compared with the results of a very popular 

gray image colorization technique “Global Image Colorization 

Technique”[8], comparisons have also been made with the 

earlier texture analysis technique to colorize gray scale images 

[9] (here it is referred to as jitter colorization) and with the 

TARGET

 

PROBABLE MATCH

 

PROPOSED METHOD RESULT

 

(a) 

 

 

 

TARGET

 
PROBABLE MATCH

 
 

 

 
(b) 

Fig 8: Colorization of Gray Scale Images by Proposed 

Technique 

 

 

 

 

techniques that use Mean Square Error as a metric to compute 

difference metric for pixel matching in the process of 

colorization [10] (here it is referred to as MSE colorization). It 
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is observed that the result of proposed method performs better 

in terms of various parameters used to assess the quality of 

images obtained and even the number of colors transferred is 

maximum in case of proposed methodology, (see Figure 9). 

TARGET

 
(a) 

SOURCE

 
(b) 

Final RESULT

 
(c) 

GLOBAL COLOR TRANSFER RESULT

 
(d) 

 MEAN SQUARE ERROR COLORIZATION RESULT

 
(e) 

JITTER COLORIZATION RESULT

 
(f) 

Fig 9:(a) Target Gray Scale Image (b) Source Colored 

Image (c) Proposed Method (d) Global Colorization Result  

(e) MSE Colorization Result (f) Jitter Colorization Result  

 

 
As it is obvious from the results shown in Figure 9 the 

proposed method gives colorized version of target gray scale 

image which is not only better visually but also performs 

better when compared with the results of other methodologies 

[8-10], in terms of Mean Square Error, Peak Signal to Noise 

Ratio, Normalized Cross correlation, Structural Content, 
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Fig 9: All results compared in terms of (g) Mean Square 

Error (h) Peak Signal to Noise Ratio (i) Normalized Cross 

Correlation (j) Structural Content (k)Maximum 

Difference(l) Normalized Absolute Error (m) Number of 

Colors transferred (n) SSIM Index   

 

. 
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Fig 9: All results compared in terms of (o) Time taken for 

Colorization 

Maximum Difference, Normalized Absolute Error, Structural 

Similarity between Images, on the basis of number of colors 

in the output image and also in terms of time taken for 

colorization. The target gray scale images shown in Figure 8 

and Figure 9 are of the dimension 256x256 and while global 

colorization method takes around 8 to 10 seconds to colorize 

such images, proposed  method takes around 0.5 seconds for 

colorization. It is also obvious that Mean Square Error with 

respect to the target image is least in the results of proposed 

method. The Peak Signal to noise ratio is also maximum and 

usually more than 23dB in case of the results of proposed 

methodology. Similarly the performance in terms of other 

quality metrics is also good. Even in terms of number of 

colors in the final output the results of proposed methodology 

perform very well and above all, Structural Similarity Index 

between output images and the source image is also much 

larger in the case of output of proposed methodology, which 

is a very important image quality metric 

4. CONCLUSION 
It can be concluded that the proposed methodology to 

automatically colorize gray scale images using texture 

features viz energy, entropy, contrast, homogeneity, 

autocorrelation, coarseness and directionality, successfully 

retrieves the appropriate colored image from the database and 

transfers its chromatic properties to the gray scale image. The 

results obtained through this methodology also perform well 

in terms image quality measures as well as in terms of number 

of colors present in the image. 
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