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ABSTRACT 
This paper illustrates the simulation of Vedic multiplier in 2-

D DCT. The input data is first divided into NxN blocks, each 

block s of 8x8 size and 2-D DCT is applied on each of these 

8x8 block and 2-D DCT is applied to reconstruct the image. 

The proposed 2-D DCT design uses Urdhva Tiryagbhyam a 

Vedic multiplication sutra and the Simulations with 

MATLAB prove that the proposed design is compared to that 

of conventional design. Performing DCT computations using 

Vedic multiplication sutras gives a significant performance 

even compared to a DCT using conventional. To illustrate our 

approach, the sample code implements part of JPEG 

compression routine, performs forward DCT on 8x8 blocks, 

quantizes coefficients, and performs inverse DCT. 
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1. INTRODUCTION 
The Discrete Cosine Transform (DCT) is a Fourier-like 

transform, which is widely used in digital signal processing. It 

was first proposed by Ahmed et al. (1974) [1], and has 

become the key feature in lossy compression and other DSP-

related areas. DCT is known for its high “energy compaction” 

and decorrelation properties, meaning that the transformed 

signal can be easily analyzed using few low-frequency 

components. There are several types of DCT and the most 

popular is a symmetric presentation and its inverse, these are 

utilized in JPEG compression routines. 

Discrete cosine transform is a powerful tool widely utilized in 

many applications, especially related to digital signal 

processing. It has become a de-facto standard in image and 

video coding algorithms. While the Fourier Transform 

represents a signal as the mixture of sines and cosines, the 

Cosine Transform operates only with cosines. The purpose of 

DCT is to perform “energy compaction” of the input signal 

and to present the output in the frequency domain. DCT turns 

out to be a reasonable balance of optimality of input 

decorrelation and the computational complexity. 

The discrete cosine transform (2-D DCT) has become one of 

the most popular transforms for many image compression 

applications. The 2-D DCT is computationally intensive and 

as such there is a great demand for high speed, high 

throughput and short latency computing architectures. Due to 

the high computation requirements, the 2-D DCT processor 

design has been concentrated on small non-overlapping 

blocks (typical 8x8 or 16x16). To meet the real-time audio, 

image and video-processing requirement, DCT and inverse 

DCT (IDCT) are needed [5]. There are various algorithms for 

computation of Discrete Transforms that have been developed 

over the years [2-6]. 

This paper is organized as follows. Section II gives an 

overview of 2-D DCT. Following section III gives the 

overview of Vedic Mathematics. Section IV explains the 

Vedic Multiplier & Transform algorithms. Section V presents 

the simulation of 2-D DCT and its simulated result is shown. 

Conclusion is given in section VI. 
 

2. DISCRETE COSINE TRANSFORM 
The discrete cosine transform is a fast transform. It is a widely 

used and robust method for image Compression. It has 

excellent compaction for highly correlated data. DCT has 

fixed basis images DCT gives good compromise between 

information packing ability and computational complexity. It 

transforms the input data into a format to reduce interpixel 

redundancies in the input image. Transform coding techniques 

use a reversible, linear mathematical transform to map the 

pixel values onto a set of coefficients, which are then 

quantized and encoded. The key factor behind the success of 

transform-based coding schemes is that many of the resulting 

coefficients for most natural images have small magnitudes 

and can be quantized without causing significant distortion in 

the decoded image. DCT separates images into parts of 

different frequencies where less important frequencies are 

discarded through quantization and important frequencies are 

used to retrieve the image during decompression. Compared 

to other input dependent transforms, DCT has many 

advantages: (1) It has been implemented in single integrated 

circuit; (2) It has the ability to pack most information in 

fewest coefficients; (3) It minimizes the block like appearance 

called blocking artifact that results when boundaries between 

sub-images become visible.   

The Discrete Cosine Transform (DCT) is one of many 

transforms that takes its input and transforms it into a linear 

combination of weighted basis functions. A 2-D DCT is 

defined as  

       

                    
        

  
    

   
   
       

        

  
  

..(1) 

There is also an Inverse DCT which just takes the DCT 

coefficients and multiplies them with the basis functions and 

adds all of them together. Surprisingly, the IDCT is very 

similar to the DCT.  And inverse transform is defined as 

.. (2) 

These functions are called the basis functions of the DCT. The 

DCT coefficients, then, can be regarded as the weights applied 

to each basis function. For 8-by-8 matrices, the 64 basis 

functions called masks are obtained. The cosine values is 

computed using the 64 masks 

 

3. VEDIC MATHEMATICS 

The Sanskrit word ‘Veda’ means ‘knowledge’. The Vedas 

consist of a huge number of documents there are said to be  

thousands of such documents in India, many of which have 

not yet been translated, which are shown to be highly 
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structured, both within themselves and in relation to each 

other. Some documents, called ‘Ganita sutras’ (the name 

‘ganita’ means mathematics), were devoted to mathematical 

knowledge. Sri Bharati Krishna Tirtha Maharaj, who is 

generally considered the doyen of this discipline, in his 

seminal book Vedic Mathematics, wrote about this special use 

of sutras[7]. Vedic Mathematics" was the name given by him. 

He was the person who collected lost formulae from the 

writings of "Atharwa Vedas" and wrote them in the form of 

Sixteen Sutras and thirteen sub-sutras. Vedic Mathematics is 

based on 16 sutras dealing with mathematics related to 

arithmetic, algebra, and geometry.  
 

4. VEDIC MULTIPLIER  & TRASSFORM 

ALGORITHM 

Multiplication is a fundamental operation in most signal 

processing algorithms. Multipliers have large area, long 

latency and consume considerable power. Fast multipliers are 

essential parts of digital signal processing systems. The speed 

of multiply operation is of great importance in digital signal 

processing as well as in the general purpose processors today, 

especially since the media processing took off.  
 

4.1 Vedic Multiplication 

In this section, we explore three Vedic multiplication sutras. 

Out of two there is one generic method which can be applied 

to all cases whereas other two are for special cases which are 

simpler to deal with. As the main purpose of Vedic 

Mathematics is to be able to solve complex calculations by 

simple techniques. The formulas being very short their 

practical application becomes very simple. 
 

4.1.1 Nikhilam Sutra 

The sutra basically means start from the left most digit and 

begin subtracting ‘9’ from each of the digits; but subtract ‘10’ 

from the last digit. The meaning of the sutra is “all from 9, 

last from 10. here “last” indicates digit at unit place which is 

to be subtracted from 10 and “all” indicates digit at 

subsequent higher places which are to be subtracted from 9.” 

This sutra is special used for base multiplication i.e, near the 

base. Base means 10, 100, 1000 etc. 
 

4.1.2 Urdhva-tiryagbhyam 

As seen in previous section the Nikhilam sutra is for special 

cases, whereas Urdhva-tiryagbhyam [8], is the general 

formula which is applicable to all cases of multiplication. 

Urdhva Triyagbhyam means “Vertically and Crosswise”, 

which is the method of multiplication followed in this paper. 

Digital multipliers are indispensable in the hardware 

implementation of many important functions such as DFT, 

DWT, FFT etc [9-11]. The DCT (Discrete Cosine transform) 

performs spatial compression and decompression of data and 

these functions are performed using Vedic algorithms.  The 

proposed Vedic multiplier significantly improves the 

computational speed involved in multiplication operations of 

the image processing. The other advantage of Vedic algorithm 

it can be easily realized on hardware. In multipliers based on 

the Vedic algorithm, there is no visible difference between 

image reconstructed using Vedic multipliers and image 

reconstructed using standard multipliers. 

 

5. 2-D DCT SIMULATION RESULTS 

AND DISCUSSION 
The number of additions and multiplications in a Vedic 

multiplier versus the ALU multiplier is given in Table 1. 

 

Multiplier 

Unit 

8-bit 16-bit 32-bit 

Conventional 64-M  

56-A 

256-M 

240-A 

1024-M 

1022-A 

Vedic 8-M 

4-A 

16-M 

8-A 

32-M 

16-A 

Table 1: Number of Additions and Multiplications in 

Vedic and conventional multipliers of different width. 

The number of multiplications in a General DCT algorithm is 

given by: 

Number of Multiplications = NN m

m

m

log
2

12
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and the number of additions is given by: 

Number of additions = 
11log

2

3 






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…(4) 

For a 2D DCT algorithm, m = 2, the above equations become, 

Number of Multiplications: N
N

log
4

3 2

      ….(5) 

Number of additions = NNN
N

 2
2

2log
2

6
…(6) 

 8 x 8 block 16 x 16 block 32 x 32 

block 

Number of 

Multiplicati

ons 

44 232 1156 

Number of 

Additions 

54 428 2608 

Table 2: Number of Additions and Multiplications for 2D 

DCT algorithm 

Multiplier 

Unit 

8x8 block 

size with 

8-bit 

16 x 16 block 

size with 16-

bit 

32 x 32 

block size 

with32-bit 

DCT with 

Conventional 

Multiplier 

2816-M  

3024-A 

59392-M 

102720-A 

1183744-M 

2665376-A 

DCT with 

Vedic 

Multiplier 

352-M 

216-A 

3217-M 

3424-A 

36992M 

41728-A 

Table 3: Number of Additions and Multiplications for 2D 

DCT algorithm with conventional versus vedic multiplier 
 

From Table 3, it is quite clear that the vedic multiplier has a 

great deal of advantage over the conventional multiplier when 

used with 2D DCT for different block sizes. The 8x8 block 
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size can be used in combination with the 16 bit of 32 bit 

multiplier depending upon the number of digits used for the 

stored in the multiplier.  

Transform coding algorithms usually start by partitioning the 

original image into sub images (blocks) of small size (usually 

8 × 8). For each block the transform coefficients are 

calculated, effectively converting the original 8 × 8 array of 

pixel values into an array of coefficients within which the 

coefficients closer to the top-left corner usually contain most 

of the information needed to quantize and encode (and 

eventually perform the reverse process at the decoder’s side) 

the image with little perceptual distortion. In the JPEG image 

compression algorithm, the input image is divided into 8-by-8 

or 16-by-16 blocks, and the two-dimensional DCT is 

computed for each block. The DCT coefficients are then 

quantized, coded, and transmitted. The JPEG receiver (or 

JPEG file reader) decodes the quantized DCT coefficients, 

computes the inverse two-dimensional DCT of each block, 

and then puts the blocks back together into a single image. For 

typical images, many of the DCT coefficients have values 

close to zero; these coefficients can be discarded without 

seriously affecting the quality of the reconstructed image.  

JPEG Process: Original image is divided into blocks of 8 x 8. 

Pixel values of a black and white image range from 0-255 but 

DCT is designed to work on pixel values ranging from -128 to 

127 . Therefore each block is modified to work in the range. 

Equation(1) is used to calculate DCT matrix. DCT is applied 

to each block by multiplying the modified block with DCT 

matrix on the left and transpose of DCT matrix on its right. 

Each block is then compressed through quantization. 

Quantized matrix is then entropy encoded. Compressed image 

is reconstructed through reverse process. Inverse DCT is used 

for decompression. 

The design flow starts with the MATLAB environment for the 

computation of image pixels. The image is segmented into 

8x8. The time domain coefficients are converted into spectral 

coefficient. Similarly the computation of 2-D DCT is 

performed and its functional verification is carried out. The 

output of 8x8 block produces 64 DCT coefficients which is 

stored in a matrix. The IDCT is performed to recreate the 

input image. 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Vedic Multiplier Flow chart 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2: Design Flow of the 2-D DCT & its Inverse DCT 

The flow chart in fig 2 shows, the computation of two-

dimensional DCT of 8-by-8 blocks in the input image. WE 

obtain 64 DCT coefficients in each block, and then 

reconstruct the image using the two-dimensional inverse DCT 

of each block.  

The input images are shown in Figs. 3a and 4a. The Vedic 

multiplier is implemented along with the 2D DCT. The 

purpose of using MATLAB for implementing the Vedic 

multiplier is only for simulation of the hardware. In practical 

applications, the Vedic multiplier must be implemented in 

hardware along with DCT for better efficiency. Otherwise, 

implementation-using MATLB will turn very costly. In this 

work, usage of vedic multiplier is simulated for studying the 

output of images from the DCT algorithm. 

As depicted in Fig. 2, first reading the input image and 

splitting the image matrix into the smaller matrices of size 8x8 

implement the 2D DCT. The 8x8 matrix is transformed using 

DCT. The multiplications used in the DCT algorithm are 

carried out using the Vedic multiplier instead of traditional 

ALU multiplier of a computer processor except for the single 

digit multiplication.  

One of the challenges one has to face while carrying out the 

multiplications inside the DCT is handling of the 

multiplication of real numbers, especially the number that are 

between 0 and 1. It is a challenge because; the Vedic 

multipliers are generally available for multiplying integer 

numbers. In this work, the real numbers between 0 and 1 are 

encountered when using the alpha coefficients and cosine 

values of the DCT formulation.  

In this work, three types of Vedic multipliers are simulated, 

namely, single digit, two digit and three digit multipliers. The 

single digit multiplier is nothing but the traditional ALU 

multiplier, where as the other two are implemented using 

procedure laid as per Vedic mathematics. The alpha and 

cosine values are multiplied by three different numbers, vis 

Input N-digit Multiplicand (A) and 

Multiplier (B) 

Multiply A0 and B0 

Store the result  in X0 

Multiply A0 and B1 & Multiply A1 

and B0 Store the result in X1 

 

Final result is obtained by grouping 

all the results 

 

Read the Input Image 

Input Image is divided into 8x8 blocks 

Computation of DCT on each 8x8 block 

Create complete matrix using all the calculated values of 

8x8 blocks 

Create the image using the obtained matrix 

Calculate the size of the input 

image  

Computation of IDCT on each 8x8 block 

Create complete matrix using all the calculated values of 

8x8 blocks 
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10,100 and 1000 and rounded off to nearest integer  in order 

to tryout the result for different accuracies in this work. The 

magnified alpha and cosine values are de-magnified at 

appropriate places inside the DCT and inverse DCT. When 

the alpha and cosine values are multiplied by the 10,100 and 

1000 and rounded off to nearest integer, reduction in 

computational complexity can be estimated from table 3, 

depending up on the number of digits of the number and the 

block size used for DCT. 

After carrying out the DCT, the matrices are transformed back 

to original matrices using inverse DCT. Here again, the alpha 

and cosine values are multiplied by three different numbers, 

vis 10, 100 and 1000 and rounded off to nearest integer. The 

output images of this process are shown below as Figs. 3b, 3c 

and 3d; and Figs 4a, 4b and 4c. 

One can notice the difference in the quality of the images 

visually. By multiplying the alpha and cosine values by 10, 

only one digit after the decimal point is extracted and the 

number becomes single digit after rounding off. It becomes 

and two and three digits if multiplied with 100 and 1000.  

The Vedic multiplier to be used for two and three digit 

number is different and hence requires different 

computational resources. Hence lower the number of digits, 

the better it is. However, the gain in the savings from 

hardware resources is at the cost of the output images. Hence 

one should use trade-off in deciding the number of digits in 

multiplication and the output image quality. 

The single digit multiplier yields the poor quality image 

where as the one with three digits yields highest quality 

among the three cases used. 

One can notice the grid for the single and two digit 

multipliers. The grid can be observed as dark lines in the case 

of single digit multiplier and it is light in case of two digit 

multiplier. This is due to the reason that, the pixel values 

gradually reduces towards zero as the frequencies increase 

towards the end of the block horizontally and vertically, when 

an inverse DCT is taken. The reason behind this type of 

behavior is the loss of data when the alpha and cosine values 

are approximated with just one digit while truncating the other 

digits. This phenomenon becomes prominent when the 

frequencies increase. This effect becomes less significant 

when two digits and more make the approximation. 

 

 

Fig. 3a: Input Image 1 to DCT 

 

Fig. 3b: Output Image from DCT using Single Digit 

Multiplier 

 

Fig. 3c: Output Image from DCT using Two Digit 

Multiplier 

 

Fig. 3d: Output Image from DCT using Three Digit 

Multiplier 
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Fig. 4a: Input Image 1 to DCT 

 

Fig. 4b: Output Image from DCT using Single Digit Multiplier 

 

Fig. 4c: Output Image from DCT using Two Digit Multiplier 

 

Fig. 4d: Output Image from DCT using Three Digit Multiplier 

6. CONCLUSION  
This paper presented the simulation of 2-D DCT and 2-D 

IDCT using Vedic multiplication sutra. The first input image 

is divided into blocks, each block is of size 8x8 and 2-D DCT 

is applied on each of these 8x8 blocks and 2-D IDCT is 

applied to reconstruct the image. The proposed 2-D DCT 

using Vedic multiplication sutra called “Urdhva 

Tiryagbhyam” and simulation with MATLAB shows the 

proposed simulation shows significant performance compared 

to the conventional DCT. To illustrate approach presented in 

this work, three cases are considered, namely first case is 

using single digit Vedic Multiplier, second case is using two 

digits Vedic Multiplier and third case is using three digits 

Vedic multiplier. It is shown that the three digit Vedic 

Multiplier yields the best results among the three cases, but is 

computationally costly. In future, the blocks size will be 

varied to 16x16 and 32x32 to study the effects of the image 

quality and the factors associated with the image quality will 

be computed for better comparison. 
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