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ABSTRACT 

Several human visual system (HVS) based quality metrics 

have been developed in recent years to measure the quality 

distortions caused by digital image coding techniques. 

Because of the complicated nature of the HVS characteristics, 

these metrics do not provide acceptable correlation with 

perceptual evaluations of the distortion. Recent studies by the 

Visual Quality Experts Group (VQEG) also show that the 

current HVS-based techniques do not provide a clear 

advantage over a mathematically defined technique such as 

mean square error (MSE). Therefore, this paper proposes a 

new quality metric based on the dynamic characteristics and 

on the just-noticeable-difference threshold characteristics 

introduced by Weber's law: the relative weighted Peak to 

Signal Noise Ratio. Our experiments on various image 

distortion types indicate that our metric performs significantly 

better than the widely used distortion metric Mean Squared 

Error. We should that the rwPSNR correlates with human 

perception of image quality. 
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1. INTRODUCTION 
Image quality measures play important roles in various image 

processing applications[1]. There are basically two distortion 

assessment approaches: objective measures and subjective 

measures. Subjective assessment tests are widely used to 

evaluate the image quality, but they are difficult and lengthy 

and results obtained might be very depending on the test 

condition and human viewers [1]. Therefore, they require 

longer time and the results are not always repeatable. 

Objective quality metrics are error-based methods. Thus, 

these mathematical measures are performed by pixel based 

difference metrics like MSE, Root MSE (RMSE), Mean 

Absolute Errors (MAE), and Signal to Noise Ratio (SNR) and 

Peak Signal to Noise Ratio (PSNR). However, these metrics 

do not correlate with the perceived image quality[2]. Indeed, 

they neglect the properties of the HVS and thus cannot be a 

reliable predictor of the perceived visual quality.  

In the last decade, several image and video quality metrics 

have been proposed, which incorporate perceptual quality 

measures by considering the HVS characteristics [1,2]. 

Unfortunality, none of these uncomplicated objective metrics 

in the literature has shown any clear advantage over simple 

mathematical measures such as PSNR under strict 

testingconditions and different image distortion environments 

[3], [4], [5]. 

Mathematically defined measures are still attractive because 

of two reasons. First, they are easy to calculate and usually 

have low computational complexity. Second, they are 

independent of viewing conditions and individual observers. 

Although it is believed that the viewing conditions play 

important roles in human perception of image quality, they 

are, in most cases, not fixed and specific data is generally 

unavailable to the image analysis system. If there are N 

different viewing conditions, a viewing condition dependent 

method will generate N different measurement results that are 

inconvenient to use. In addition, it becomes the user’s 

responsibilities to measure the viewing condition and to 

calculate and input the condition parameters to the 

measurement systems. By contrast, a viewing condition-

independent measure delivers a single quality value that gives 

a general idea of how good the image is. 

In this paper, we propose a new image quality metric which is 

easy to calculate and applicable to various image processing 

applications. Instead of using traditional error summation 

methods, the proposed metric is designed by modeling any 

image distortion. 

More importantly, our new metric is applicable to various 

image processing applications and provide meaningful 

comparison across different types of image distortion. 

 

2. WEBER'S LAW OF JUST 

NOTICEABLE DIFFERENCES  
This law hails from the middle of the nineteenth century. It is 

mainly founded on experiments where persons were given 

two nearly identical stimuli and tested whether they could 

notice a difference between them. It was found that the 

smallest noticeable difference was roughly proportional to the 

intensity of the stimulus. For example: Suppose that you 

presented two spots of light each with an intensity of 100 

units to an observer.  Then you asked the observer to increase 

the intensity of one of the spots until it was just noticeably 

brighter than the other.  If the brightness needed to yield the 

just noticeable difference was 110 then the observer's 

difference threshold would be 10 units (i.e., delta I =110 - 100 

= 10).  The Weber fraction equivalent for this difference 

threshold would be 0.1 (delta I/I = 10/100 = 0.1). 

It is important in understanding these effects to define a new 

metric which respect this law.   

 

3. DEFINITION OF THE NEW 

QUALITY INDEX 
Although the PSNR quantifies the intensity of the distortion, it 

doesn't adjust to the dynamic characteristics of the image. 

Indeed the deterioration is more visible in zones few textured 

(to weak variance) and less visible in zones more textured 

(stronger variance) [6]. Of this fact, we took account of the 
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variance of the picture. It increases when the variance is big 

and decreases in the contrary case. We will have a new 

definition of the MSE. 

Let X =  {xij| I = 1,..,M; j=1,..,N}and  Y = { yij| I=1,..,M 

;j=1,.., N} be the original image and the test image, 

respectively. The wMSE is given as: 
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Where, Var (M,N) is the test image varianceIn the other hand, 

the sensitivity of the HVS to the errors may be different for 

different intensities. Therefore, human eyes haven’t an equal 

sensitivity across different intensities.  In fact, there was a 

threshold of sensitivity that must be passed before an increase 

of the intensity so that it can be detected. This is known as 

Weber's Law. The Weber’s law introduces the concept of 

"just noticeable difference". So as complement to the wPSNR, 

we introduce our  rwPSNR "relative weighted PSNR" that 

takes account of the relative difference of gray levels of the 

image [7] because the noticeable difference of two stimulus 

was roughly proportional to the intensity of the stimulus. 

Indeed, the difference of intensity (10) brings in two pixels of 

values respective 10 and 20, is numerically the even that the 

one brings in a couple of pixels of values 110 and 120. 

However on the visual plan the perception differs. It calls us 

therefore to think about the necessity to introduce the relative 

difference notion in the calculation of the wPSNR from where 

the rwPSNR. So we have a new definition of the MSE noted 

rwMSE "relative weighted Mean Square Error" which takes 

account of the variance and the intensity of the image. Our 

rwMSE is defined in this case: 

Let X = {x | i = 1, ... ,M; j = 1, ... , N} and Y ={y | i = 1, ... ,M; 

j = 1, ... , N} be the original image and the test image, 

respectively. The rwMSE is given as: 
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So the expression of our relative weighted peak signal to noise 

ratio is given by: 

rwMSE

x
Log

rwPSNR
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10

  10   (3) 

 

 

4. DEFINITION APPLICATION TO 

IMAGES  

Image signals are generally non-stationary while image 

quality is often also space variant, although in practice it is 

usually desired to evaluate an entire image using a single 

overall quality value.  

We use images with different types of distortions to test our 

new quality metric and compare the results with the MSE and 

with subjective evaluations. The test images are distorted by a 

wide variety of corruptions: impulsive salt-pepper noise, 

additive Gaussien speckle noise, contrast streatching, JPEG 

compression… Some sample images are schown in figure 1 

and 2, where we turned all the distortions to yield the same 

MSE relative to the original image. Our overall quality metric 

rwPSNR of each image is also calculated. In the subjective 

experiments, we present the original image and the distorted 

images.  

In this experiment, the performance of MSE is extremely poor 

in the sense that images with nearly identically MSE are 

drastically different in perceived quality. By contrast, our new 

quality metric rwPSNR exhibits very consistent correlation 

with the subjective measures.  

5. RESULTS AND DISCUSSION 

To evaluate the performance of the proposed metric, we use 

images with different distortions [8]. Six image quality 

assessments are being compared, including MSE, and the 

proposed rwPSNR. Each set of images has, nearly, identical 

MSE. Objective image quality measures are calculated for all 

images and presented in figure1. The images with similar 

MSE have significantly different visual quality and rwPSNR 

delivers better consistency with perceptual valuations. 

Distortion measure for image should reflect the limitations of 

the HVS. In Figure 1, the image is created by adding a 

Gaussian noise, the image has a Gaussian noise and the image 

has a stretching contrast. The three images have got the same 

MSE. It is clear to note that those images have 

differentperceptual valuations. Our proposed metric 

outperforms significantly MSE in all cases, for both 

subjective and objective evaluations. With reference to the 

original Lena image The images in figure2 present a higher 

difference in terms of rwPSNR. But, these images do not 

show any Significant difference in terms of MSE. Therefore, 

the rwPSNR is more significant and competent then 

MSE(Figure1 and 2). So, this new metric is a better indicator 

of perceived image quality than the MSE. 
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Fig 1: Lena with different types of distortions. 

All distorted images have nearly identical MSE, but with drastically different visual quality. 

 

 

6.  7.  

8. Original « Lena » image, 512x512, 8bit/pixel 

9. MSE=0 ; rwPSNR=Inf 

10. Impulsive Salt-Pepper Noise, 

11. MSE=225 ; rwPSNR=105.82  

12.  13.  

14. Additive gaussien Noise 

15. MSE= 225 ; rwPSNR=102.51  

16. Contrast stretching 

17. MSE=225; rwPSNR=113.31 
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Original "Tiffany" image, 512 by 512, 

 MSE=0; rwPSNR=Inf 

JPEG compressed "Tiffany" image,  

MSE=165; rwPSNR=84.176 

  

Original "Lake" image, 512 by 512, 

 MSE=0; rwPSNR=Inf 

JPEG compressed "Lake" image,        

 MSE=165; rwPSNR=110.22 

  

Original "Mandrill" image, 512 by 512,  

MSE=0; rwPSNR=Inf 

JPEG compressed "Mandrill" image,  

MSE=165; rwPSNR=129.74 

Figure 2- Tiffany, Lakes and Mandrill with JPEG compression 

All compressed images have similar MSE, but with very different visual quality 
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6. CONCLUSION 
A new image quality metric based on the relative difference of 

gray levels of the image introduced by Weber's law was 

proposed. Our experimental results on images with different 

types of distortion indicate that our new metric outperforms 

the MSE significantly under different types of image 

distortions. We think the success is due to its strong ability in 

measuring structural distortion occurred during the image 

degradation process. This is a clear distinction with MSE, 

which is sensitive to the energy of errors, instead of structural 

distortions. In the future, more extensive experiments are 

needed to fully validate our new metric. 

There is no doubt that more precise modeling of the HVS is 

always advantageous in the design of image quality metrics. 

However, without a well-defined mathematical framework, 

the efforts in HVS modeling will not result in a successful 

quality measure. 
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