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ABSTRACT 

Performance of existing TCP implementations over Optical 

Burst Switched (OBS) networks is not satisfactory, as they 

suffer from false congestion detection. As the contention 

induced losses are more common than congestion induced 

losses in OBS, the TCP reduces the congestion window even 

when there is no congestion. This effect, in turn unnecessarily 

reduces the TCP throughput. So it is crucial to differentiate the 

contention induced loss from congestion induced loss in such 

networks. It has been proposed in this paper, a mechanism that 

makes use of short-term RTT variation and assembly times’ of 

individual TCP segments to differentiate between congestion 

and contention induced losses. This mechanism is a cross layer 

modification of a congestion control scheme called Statistical 

Additive Increase and Multiplicative Decrease (SAIMD). Our 

proposed scheme is found to be more efficient than existing 

one in terms of TCP throughput. The gain in throughput is 

primarily because of avoidance of misdirection of contention 

induced loss as congestion induced loss. A throughput-cost 

study has been conducted based on the throughput metric 

available from the efficiency analysis of our proposed scheme. 

The cost model used focuses on initial capital expenditure 

including switching, routing and amplification cost. An 

extension of ns2 called nOBS, to support OBS protocol is used 

for simulation to study the performance. 

General Terms 

Optical Networks 
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1. INTRODUCTION 
All-Optical networks can be a promising solution for the 

explosive growth of the Internet traffic. Optical burst switching 

[1]–[3], [5], [8], among several other optical switching 

technologies, has gained a lot of attention recently because it 

combines the advantages of both circuit switching and packet 

switching paradigm. The features of Optical Packet Switching 

(OPS) and Optical Circuit Switching (OCS) have been utilized 

in OBS, to derive statistical multiplexing gain [3]. It is also 

advantageous for OBS, that no O/E/O conversion is required at 

every intermediate router or switch. This is elegantly done by 

separating control functions and data transmission. In OBS 

networks, the individual packets which are destined for a 

particular destination, is assembled into a burst. A burst is 

generated when a minimum burst length is reached or when the 

maximum assembly period is reached, whichever happens 

earlier. In a dual-threshold based burst assembly algorithm, 

both the thresholds can be updated based on traffic load. Once 

a burst is assembled a Burst Header Packet (BHP) is created 

and sent ahead of the burst to reserve the optical path. The 

burst is then sent on a separate wavelength (data channels) in 

the optical domain. Finally the burst is disassembled at the 

destination and forwarded to individual receivers. Recent 

implementation shows that the technology is not far away from 

aggressive commercial deployment.  

As the data burst passes through an intermediate node, the 

resources are released either according to the length of the 

burst (Just Enough Time) or after receiving an explicit 

notification (Just in Time). The above signaling mechanisms 

mitigate the need for optical buffering. Burst losses occur in 

OBS networks due to bufferless characteristics, where two or 

more control packets try to reserve a wavelength channel in 

overlapped time periods. The recent development of IP over 

OBS backbone has attracted much attention among researchers. 

Such adoption of TCP over OBS has resulted in new 

challenges where TCP could be affected by the underlying 

OBS bufferless characteristics. 

The problem worsens because of the fact that a burst contains 

multiple packets from individual TCP connections that too 

regulated by their own flow control and congestion control 

mechanism. In IP packet-switched networks, packet losses are 

caused mainly due to buffer overflow, as a result of network 

congestion. Packet loss can be an effective indication of 

network congestion.  

The existing network congestion control mechanism faces a 

greater challenge when OBS is deployed over TCP. Burst 

contention may happen due to burst character of the traffic 

even when the traffic load is light. In OBS, multiple 

consecutive packets are aggregated into a single burst. The loss 

or delay of a single burst affects multiple TCP packets within 

the TCP window. Burst delay can occur due to assembly delay, 

Fiber Delay Lines (FDL), burst retransmission or deflection 

routing. TCP cannot differentiate between congestion induced 

loss and contention induced loss, the congestion window is 

reset too frequently even when there is no congestion leading 

to poor throughput. 

In recent past, various TCP implementations have been 

proposed to differentiate congestion induced loss and 

contention induced loss. The authors in [18] has interpreted a 

loss as ’congestion induced’ if the short-term RTT value is 

higher than long-term RTT value. The short-term RTT should 

be higher during the state of congestion as the delays in FDL 

[12] buffers are higher and probability of deflection routing 

[11] is also higher during the state of congestion. The result 

obtained using the technique Statistical Additive Increase 

Multiplicative Decrease (SAIMD) was found satisfactory. 

SAIMD [18] does not consider the variation in delay resulting 

from variation of burst assembly time. Assembly time variance 

is significant under length-threshold based or dual-threshold 

based bustifications, which are more commonly used in OBS 

implementation. 
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Here a more accurate mechanism has been proposed which can 

differentiate between congestion induced loss and contention 

induced loss even under variation of assembly time. Thus the 

proposed mechanism will work equally efficiently under any 

assembly scheme. 

A protocol level modification in TCP and BHP has been 

proposed, that enable us to measure the assembly time at the 

TCP end points. Then the decision regarding the nature of the 

loss is taken based on both ‘difference between short-term and 

long-term RTTs’ and assembly time of the concerned burst. 

The paper is organized as follows. Related works on TCP over 

OBS will be discussed in Section 2. Section 3 discusses our 

proposed solution. In section 4, results are discussed and the 

paper is concluded in Section 5.  

2. RELATED WORKS ON TCP OVER 

OBS 
Few studies were found investigating in recent past to mitigate 

the false congestion detection problem in OBS networks.  

The authors in [22] investigated false Time Out (TO) detection 

due to random contention and proposed three approaches. The 

first approach is based on the estimation of number of TCP 

segments assembled in a burst without considering the burst 

assembly mechanism implemented in OBS layer. The second is 

based on the acknowledgement of each TCP segment by a TCP 

agent at the OBS edge node, though effective but violating the 

end-to-end TCP semantics. The last approach is based on 

sending negative acknowledgement to TCP senders informing 

about the network congestion state on event of burst dropped at 

one of the core nodes. The solutions provided the authors could 

result in high signaling overhead making it practically 

impossible to implement. 

The authors in [24], [25] proposed retransmission of lost bursts 

from ingress nodes, to reduce burst loss probability. Similar 

solution was proposed by authors of [26] but with TCP Slack 

over OBS networks. Both the above two solutions require 

buffering of incoming bursts at the edge nodes within a time 

window. 

In [4], the authors conducted a detailed simulation study of 

TCP performance over OBS network for various TCP 

implementations considering three access based TCP flows; 

speed-fast TCP, medium TCP and slow TCP. Analysis and 

simulation shows that when TCP is applied to an OBS network 

it results in a delay penalty and an associated Delayed First 

Loss (DFL) gain. It was shown that amount of DFL gain is 

always positive but the extent depends on the TCP speed and 

burst assembly algorithm.  

The authors in [6] studied the impact of burst assembly 

algorithm on various TCP implementations such as TCP Reno 

[13], New-Reno and SACK in OBS network. It was confirmed 

that SACK [9] based TCP always performs better because of 

its efficient recovery mechanism against consecutive segment 

loss. 

In [14], the authors discussed TCP flows in OBS network to 

investigate the effect of variation of bustification period and 

derive some general guideline dimensioning the bustification 

period. The result shows that accurate dimensioning of the 

bustification period yields negligible penalties with regards to 

low speed sources and significant benefits with regards to high 

speed sources.  

The authors in [21] studied the behavior of High-speed TCP 

(HSTCP) in OBS networks. The study shows that small burst 

assembly time and a large burst loss ratio in OBS can reduce 

the throughput of HSTCP significantly. 

Lee et. al. [19] showed TCP throughput improvement by their 

proposed Drop Policy (DP) with burst retransmission where a 

new concept of retransmission-count for bursts is introduced to 

mitigate unnecessary TCP congestion control. 

The authors in [17] provided a comprehensive survey on 

reported studies for TCP enhancements over OBS networks in 

order to mitigate the numerous side effects due to bufferless 

characteristic of burst transmission. 

Venkatesh et. al. [15] proposed a new measure to differentiate 

between congestion and contention losses, called the number of 

bursts between failures (NBBF). They observe that the NBBF 

follows a Gaussian distribution with different parameters for 

contention and congestion losses.  

Shihada et. al. [18] introduce a novel congestion detection 

scheme for high band width TCP flows over OBS networks, 

called Statistical Additive Increase Multiplicative 

Decrease(SAIMD). SAIMD maintains and analysis a number 

of previous RTTs at the TCP senders in order to identify 

whether the packet loss event is due to network congestion. 

In [20] a general analytical model is established to analyze the 

impacts of the influential factors of both TCP and OBS layers 

on the performance of Grid-OBS networks. The study does not 

propose any modified TCP. The authors in [10] identified the 

ill effects of implementing TCP over a hybrid network (IP-

access and OBS-core).Based on their proposition and 

simulation, N: 1: N split approach outperforms all other 

approaches.  

Liu et.al. [16] focused on TCP acknowledgement (ACK) 

packets. Here independent ACK Assembly (IAA) scheme is 

presented, which assembles ACK into one specific data burst 

(DBACK) to avoid the disadvantage of traditional mechanism 

and improve TCP throughput. 

It has been observed through our literature survey that 

differentiating between congestion induced loss and contention 

induced loss still remains a major issue. The proposals 

available so far do not work well for all types of burst assembly 

algorithms, as assembly-time is not utilized separately in 

making the decision. The information about assembly-time is 

not available at the TCP layer and passing information to TCP 

is also not discussed in any proposal. 

3. PROPOSED SOLUTION 
The following two subsections discusses a mechanism for 

measuring assembly time by TCP end points and modification 

in determination of congestion. 

3.1 General Discussion 
Statistical AIMD was proposed in [18] as a very unique 

mechanism for high bandwidth TCP congestion control in IP 

over OBS networks. The vicious effect of TCP false congestion 

is due to bufferless characteristics of OBS domain. When a 

data burst is lost, from a single or multiple TCP senders, they 

are notified of the segment loss through the receiving of a TD 

or TO. Instead of making the cwnd size half by TCP senders, 

the size of the cwnd is reduced by a multiplicative factor β. The 

factor β is dynamically determined by using the short term 

RTT statistics, based on collected and analyzed historical RTTs 

at the occurrences of any segment loss event. The merits 

gained by SAIMD are particularly beneficial to high bandwidth 

and fast TCP flows. However the schemes for differentiation of 

segment loss due to congestion and segment loss due to 

contention are effective only for timer based burst assembly 
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algorithms. Moreover, it doesn’t apply to the most commonly 

used dual-threshold based assembly algorithm. As these dual-

threshold based algorithm results in considerably high variance 

of assembly time, a congestion detection scheme must take 

care of the assembly time hidden within the observer RTT 

values of the TCP connections. 

Hence, a mechanism for passing the assembly time to each 

TCP connection is essential.  

Assuming that 

tt = time required to transmit a full packet. 

tp = propagation-time between the source and destination. This 

is fixed if route is fixed. 

tq = queuing delay at the FDL. This is a random variable 

having high variance based on the traffic conditions. 

tack = time required to transmit an ACK packet. For simplicity 

it is assumed that  tt = tack. 

tqf = queuing delay at the FDL for forward segment. 

tqr = queuing delay at the FDL for ACK (reverse) segment. 

But in OBS network the queuing delays are having less 

variance due to limited buffering capability of OBS nodes and 

tp will vary as per the deflection routing scheme. But the most 

significant difference will occur because of the assembly time 

and the resulting RTT for OBS network will have the form: 

 

RTTobs = 2tt + 2tp + (tqf + tqr) + atf + atr   (1) 

 

Where, 

atf = Average assembly delay per forward segment. 

atr = Average assembly delay per ACK segment. 

It is noted that the assembly delay for every segment within a 

burst will not be the same and similar arguments also apply to 

ACK segments. In proposed scheme the assembler will make a 

measurement of assembly delay per segment which has been 

represented by atf and atr. The above discussion concludes that 

the knowledge of assembly time per segment is an important 

factor and its variance will have a very important role in 

variance of RTT. Hence while making decision on occurrence 

of congestion based on RTT variance, the role of assembly 

time cannot be under emphasized. The following two 

subsections, discusses a mechanism for measuring assembly 

time by TCP endpoints and modifications in determination of 

congestion. 

3.2 Protocol Level Modification for Measuring 

Assembly Time at the TCP End Points 
Fig 1 shows a mechanism to calculate assembly time at the 

TCP end points in TCP over OBS network. An extra field is 

added in TCP header format and also an extra header field 

in burst header packet (BHP) format. Both of these fields are 

named as assembly-time.  

Step 1: At the sender TCP end point, the assembly-time field is 

set to 0. 

Step2: At the sender edge node, the assembler, assembles 

multiple segments from multiple TCP senders into a burst and 

BHP packets are generated. The assembly time is recorded as 

atf and is called as forward assembly time, this atf is assigned to 

BHP header in extra field as assembly-time = atf . 

Step 3: When the burst reaches the destined receiver node, the 

data burst is disassembled and the packets are send to their 

respective TCP receivers. At the disassembler, BHP header 

copies its assembly-time in TCP header extra field, assigning 

the TCP assembly-time = atf. 

After disassembling the burst, TCP segments reach to 

corresponding receivers. TCP receiver send back TCP header 

of ACK segment through OBS network to TCP sender, where 

it contains TCP header extra field assembly-time = atf . 

The ACK segment of the TCP is also to be sent within a burst. 

Hence the reverse assembly time is additionally added. 

Suppose, the assembly time generated is atr, then the BHP extra 

field assembly-time = atr. After ACK burst generation and 

corresponding BHP of ACK reaches the sender edge node 

disassembler, ACK burst is disassembled in the same way. At 

the disassembler, in ACK (TCP) header extra field assembly 

time, atr is copied from BHP header to ACK of that TCP 

segment, then assembly-time = atf + atr = at, when ACK reach 

the sender. Then from TCP header field, TCP sender get the 

total assembly-time = at. The flow chart in Fig. 2 shows the 

process to determine the assembly time. 

 

Finally, the value of assembly time which was under 

emphasized in previous scheme [18] is available. Now, in next 

subsection it is shown how this value can be utilized in making 

better decisions regarding nature of loss. 

3.3 Proposed Modification in Congestion 

Induced Loss Detection 
In SAIMD [18], it has been observed that two parameters M 

and N were introduced to calculate average long-term RTTs, 

avgrttM and average short-term RTTs, avgrttN. In a TCP 

session, the two averages are compared to determine whether 

the segment loss is due to random burst contention or network 

congestion. Both the averages will be close to each other, if 

burst contention occurs. Large value of avgrttN can be 

considered as network congestion. 

But here the value of at is utilized for making decision and the 

proposed Scheme has been implemented as a modified SAIMD 

scheme. First it is checked if average short-term RTT is greater 

than current smooth RTT with some factor multiples. If the 

first condition is true, then it is checked if assembly-time is 

greater than threshold assembly-time or not, because assembly-

time is big factor for RTT variation. Finally, in Our Scheme, 

the decision regarding nature of loss is made as per the 

following calculation.  
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if (average short-term RTT > k * smoothed RTT) and 

(assembly-time > threshold assembly-time) then congestion 

occurs. 

From [18], section III, subsection C, the cwnd adjustment 

scheme can be followed based on the situation. Modifying the 

SAIMD can cause additional overhead for maintaining the 

long-term RTTs. The cost is also a tradeoff with long 

convergence time when recovering from slow-start. The 

computational complexity is also constant and occurs only 

when there is a segment loss event. 

 
 

 

 

 

Fig.1. our scheme for measuring assembly time in TCP over OBS layer 

 

 

4. RESULTS AND DISCUSSION 
Throughput analysis of the proposed scheme is done in an OBS 

network. TCP Sack [9] has been selected for simulation 

scenario as it has the best throughput performance in OBS 

network compared to TCP Reno and New Reno [22] [23]. 

The proposed TCP for OBS-network is implemented on 

nsOBS, an extension of ns-2 for OBS network. A network of 

six-edge nodes and six-core nodes as shown in Fig.3 is 

considered. Each edge-node with 5 TCP-SACK Agents, are 

connected to 5 different SACK-Sinks where every sink 

connected at each edge-node. The TCP agents are connected 

with FTP traffic source and starts sending traffic 

simultaneously. The links have 2 control channels and 8 data 

channels each of which can send at 10 Gbps. Thus total data 

channel capacity of the links is 80 Gbps. Dual threshold-based 

burst assembler for bustification is used. But the assembly 

parameters are varied in various simulations to observe the 

effects of the parameters on TCP performance. The necessary  

 
Fig. 3 OBS Topology for Simulation 
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changes has been made in TCP-SACK implementation, Fig. 4 

shows it outperforms all other variants as it is more robust 

against Consecutive segment losses. In Fig.4 plots the number 

of bytes received with time for simple TCP, Reno TCP and 

SACK TCP for assembled burst of size 40KB.  

Fig. 4 Throughput Comparison of Simple TCP, Reno TCP and 

SACK TCP (Burst size=40,000 Bytes) 

 

The similar plots are shown for burst length 100KB in Fig.5. It 

has been observed that SACK TCP outperforms all other 

variants as it is more robust against consecutive segment 

losses. Hence TCP-SACK is chosen and modified to 

implement our proposed scheme. 

Fig. 5 Throughput Comparison of Simple TCP, Reno TCP and 

SACK TCP (Burst size=1, 00,000 Bytes) 

 

In Fig.6, X Axis shows time and Y Axis shows number of 

bytes received by TCP. Here burst size 40,000 Bytes. Between 

SACK and SAIMD Scheme proposed in Shihada et. al. [18], 

SAIMD performs better than SACKTCP. Fig.7 is also the same 

comparison between SACK and SAIMD Scheme but with 

Burst size 1, 00,000 Bytes. SAIMD Scheme gives better 

performance than SACK TCP. 

 

4.1 Throughput Comparison of SAIMD and 

Our Scheme in OBS Network 
Fig. 8 shows SAIMD Scheme and TCP with the proposed 

Scheme. Observations are that the proposed TCP performs 

better than SAIMD with burst size = 40,000 Bytes, because the 

number of false congestion detection is reduced as assembly 

time is accurately included in our scheme. Fig. 8, gives us the 

same comparison results that Our Scheme again performs 

better than SAIMD Scheme, with burst size=1,00,000 Bytes. 

 

Fig. 6 Throughput Comparison of SACK and SAIMD Scheme 

(Burst size=40,000 Bytes) 

 

Fig. 7 Throughput Comparison of SACK and SAIMD Scheme 

(Burst size=1, 00,000 Bytes) 

 

The gain in throughput improves with increase in assembled 

burst size, reaffirming for dual-threshold or burst-threshold 

based assembly mechanisms, our congestion detection scheme 

is more accurate. 

Fig. 8 Throughput Comparison of SAIMD and Our Scheme (Burst 

size=40,000 Bytes) 
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Fig. 9 Throughput Comparison of SAIMD and our Scheme (Burst 

size=1, 00,000 Bytes) 

 

4.2 Throughput-Cost Comparison of SAIMD 

and Our Scheme in OBS Network 
The throughput-cost comparison of our scheme and SAIMD 

can be seen in figure 10 and figure 11 with 40,000 bytes 

100,000 bytes of data respectively.  

Fig. 10 Throughput-Cost Comparison of SAIMD and our Scheme 

(Burst size=40,000 Bytes) 

Here network cost per user per bps is shown. It indicates that as 

the throughput increases over time, the savings in terms of cost 

Fig. 11 Throughput-Cost Comparison of SAIMD and our Scheme 

(Burst size=1, 00,000 Bytes) 

per bit increases. As the data rate increases, the average 

wavelength utilization nears to optimality. The authors in [27] 

It can also be concluded that our scheme is also cost-efficient 

when the average user data rate is high and the number of users 

in the network is large compared to SAIMD. The trends shown 

in the figure above must hold for a wide range of parameters 

and can support complex networks. 

5. CONCLUSION 
Various techniques of differentiating between congestion 

induced loss and contention induced loss are thoroughly 

studied, but none of the schemes include the impact of burst 

assembly time separately. Here in this work, proposed some 

modification in TCP and BHP structures such that the 

assembly delay referred by each TCP segment is known to the 

TCP end points, which is then utilized in making more accurate 

decision regarding whether a loss is congestion or contention 

induced. After detection, our scheme follows the cwnd 

adjustment scheme laid down by the authors in [18]. 

Simulations were conducted to validate the proposed 

congestion detection mechanism by comparing it with SAIMD 

with different network scenarios. Simulation results showed 

that the proposed scheme outperformed the existing SAIMD 

implementation. The better understanding of burst assembly 

and burst transmission behavior through analysis of assembly 

time and RTT information can give rise to more research 

opportunities in near future. It is observed that significant gain 

is achievable using our scheme. This gain is primarily because 

of success in avoiding misdetection of contention induced loss 

as congestion induced loss. To our knowledge, this is the first 

cross-layer technique employed in OBS network to improve 

the performance of TCP. 
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