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ABSTRACT 

Content based image retrieval system is a fast growing 

research area, where the visual content of a query image is 

used to search images from large scale image databases. In 

this proposed an effective system, both the semantically and 

visually relevant features are used to retrieve the related 

images. The challenge for the CBIR system is how to 

efficiently capture the features of the query image for 

retrieval. In traditional content based retrieval system, the 

visual content features of the whole query image are used for 

the retrieval purpose. But in the proposed system, the object 

wise features of query image are utilized for the effective 

retrieval. Moreover, an active Recently Retrieved Image 

Library (RRI Library) is used, which increases the accuracy in 

each retrieval. An RRI library uses an index system, which 

maintains the recently retrieved images, and during the 

retrieval process, the proposed system searches the pertinent 

images from both the database as well as the RRI library and 

hence the retrieval precision is gradually increased in each 

retrieval. The proposed CBIR method is evaluated by 

querying diverse images and the retrieval efficacy is analyzed 

by calculating the precision-recall values for the retrieval 

results.   

Keywords:  Content Based Image Retrieval, Mean Filter, 

Low level feature, High level feature, Image Segmentation, k-

mean algorithm. 

1. INTRODUCTION 

Image retrieval systems browse, search and retrieve images 

from a huge database of digital images [7]. Pictorial queries 

based retrieval of image data is emerging as an interesting and 

challenging problem with the advancement of the multimedia 

network technology and the growth of image data. A method 

used for retrieving similar images from an image database, 

called Content Based Image Retrieval (CBIR) [3] [4]. has 

emerged as a hot topic in technical research [1]. CBIR has 

diverse applications in internet, multimedia, medical image 

archives, crime prevention, entertainment, and digital libraries 

[13] and it is an important field in image processing [2].  

Visual contents, commonly called as features are used by 

CBIR to search images from large scale image databases 

according to the requests of the user which is provided in the 

form of a query image [12]. It is essential for features of an 

image to have a sound relationship with the semantic meaning 

of the image. By comparing the features of the query image 

with the features of the images present in the database the 

CBIR system retrieves relevant images from the image 

database for s given query image [14] [5]. Based on the low 

level or high level features used for retrieval, the CBIR 

systems can be classified into different types [11].  

CBIR systems that use low-level features for retrieval 

identifies the data base images that have visual similarity with 

the query image by comparing the low-level image features 

[8] like color, texture, shape and structure that are extracted 

from the images [9] [10]. The high-level description is an 

attributed graph attained by the structural representation of the 

image [16]. Compared to low level features, extraction of high 

level features is more difficult, even though they are more 

preferable for retrieval of images, particularly where human 

perception is more important [6]. Bridging the gap between 

low-level feature layout and high-level semantic concepts is 

the most challenging aspect of CBIR [15].  

2. CBIR SYSTEM WITH RECENTLY 

RETRIEVED IMAGE LIBRARY (RRI 

LIBRARY) 

An explosive growth of digital images has increased the need 

for an efficient content-based image retrieval system. The 

performance of the CBIR system usually depends upon the 

features adopted to represent the images in the database. The 

proposed CBIR technique will use both the human perception 

as well as machine level perception. Proposed system also 

uses a recently retrieved image library for the retrieval of the 

system. The proposed Image retrieval system consists of two 

steps namely feature extraction and retrieval phase. The 

figure1 illustrates the process of the proposed system 

2.1 Feature Extraction 

The feature is defined as a function of one or more 

measurements, each of function denotes some quantifiable 

property of an object and it is usually selected and computed 

in such a manner that it makes the object unique by 

quantifying some significant characteristics of the object. All 

of these features are plainly classified into low level features 

and high level features. The proposed system uses both low 

level and high level features for the effective retrieval of the 

proposed system.  Let ''a  be an image of size NM     has 

related images which are to be retrieved and firstly its low 

level and high level features are extracted.   

The fig1. Illustrates the process of the proposed system. 

2.1.1. Low Level Feature Extraction   

 The visual contents of an image are analyzed by using the 

low level features such as shape, texture and color of the 

image. The image features are either extracted from the whole 

image or from the regions. As it is found that the users are 

mostly interested in specific region as compared to the entire 

image, the proposed system extracts shape, color and texture 

features region wise.  
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2.1.1.1. Color based Region Segmentation 

 Usually most of the images are rich in color. In the proposed 

technique the different objects in the image are segmented on 

the basis of the colors. In our proposed segmentation 

technique the number of different colors present in the image 

is reduced to 128. The LGB vector quantization algorithm is 

used in proposed technique to obtain the set of different colors 

which will represent image colors in lab space (with respect to 

mean square error). For each pixel yxa , , we can calculate the 

local color contrast. yx  as follows. 

xy

xyxy

yx






    (1) 

Where xy the average of a color in the small neighborhood 

around xy and .  represents the norm of the vector. The 

pixel yxa ,  is considered as an edge if its contrast exceeds a 

predefined value threshold .  

In the next step, to distinguish between the different uniform 

regions, texture areas, and contour points, we use a sliding 

window to estimate the different characteristics of image such 

as mean    , and variance  , of edge density for each pixel. 

Depending upon these different estimates characteristics the 

pixel values are classified into five types T1, T2, T3, T4 and 

T5 as : T1) If 0 then uniform, T2) If  <  1t  then noise 

where 1t is a uniform region , T3)   If 1t   < < 2t  then 

edge between two uniform regions 1t  and 2t . T4) If 2t  <

 < 3t  then texture edge, i.e. transition between uniform 

and textured region (or between two textured regions), T5)  If 

 > t3 ,   > vt , Coarse texture ,T6) Fine texture , If 

> t3 ,   < vt . The process of smoothing of image is 

controlled by the labeling process which produces the pixel 

maps. Different Pixels labeled as noise components are 

removed firstly and there color is changed to the 

corresponding uniform color. The amount of smoothing is 

larger for the uniform pixels as human eye usually creates a 

perception on a single dominant color which is within uniform 

regions. For the highest amount related to the smoothing of 

the radius and smoothing kernels are chosen adaptively for 

each uniform pixel. These smoothing kernels are chosen 

depending on the distance to the closest edge (color or 

texture). Color edge and textured edge are not filtered while 

the edge pixels are not used while computing color 

composition as the edges do not contribute to the way humans 

describe color content. Finally, the amount of averaging is 

performed in the textured areas and is chosen based on the 

edge density, so that amount of averaging is higher for fine 

textures and lower for coarse textures. Thus the perceived 

color at location (x, y), ),( yx is as follows, 

 ),()*(),( yxgyx xy                (2) 

Where * is the convolution operator and  xyg  is the 

Gaussian kernel which is defined as  

1);/(exp 222 
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And xyg  is the radius of the kernel. xyg is depends on 

the type of pixels in the center of the kernel  aa yx  a 
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)( pp yx Is the edge pixel closest to ),( yx . The smoothing 

algorithm usually is the average of the uniform and textured 

regions. The smoothed and color restored images is then 

subjected to mean shift color segmentation algorithm for 

segmentation and the resultant segmented image is as follows 

}1|{
''  iaa i Where ‘ ’ is the total no of 

segmented objects. 

2.1.1.2. Shape feature extraction:   An efficient and 

robust representation of shape feature plays an important role 

in image retrieval. These features should also be independent 

of different characteristics such as translation, rotation, and 

scaling of the shape [21]. To extract the shape feature from 

the image, initially, the image in RGB color space is 

converted to gray scale image. RGB color is a format for color 

images and it represents an image with three matrices of sizes 

matching the image format, where each matrix corresponds to 

one of the colors such as red, green and blue [22]. When we 

convert this image into a grey scale (or “intensity”) image, it 

will depend on the sensitivity response curve of detector to 

light as a function of wavelength [23] [24].  Let ra , ga  and 

ba  be the BGR ,,  weights of the image a  respectively.  

bgr aaaa  1140.05870.02989.0ˆ  (5) 

The above equation is the Craig’s formula for converting 

RGB color image to gray scale image.  

After performing grey color conversion, the noise in the 

image is filtered by using the mean filter.  

Mean filtering is a method of smoothing images. The idea of 

mean filtering is simply to  

The Pseudo code-1 shows the process of mean filter. The 

noise removed image is subjected to k-means clustering for 

the shape retrieval. The pixels of the noise-free image form a 

2D vector P ; this 2D vector is subjected to clustering to 

detect different shapes present in the image. Clustering is the 

process of grouping samples so that the samples are similar 

within each group. The groups are called clusters [26]. 

Various regions in the image are discovered by identifying 

groups of pixels that have similar gray levels, colors or local 

textures utilizing clustering in the image analysis. There are 

many clustering techniques present. In our work, we make use 

of the K-means clustering algorithm for image segmentation 

for the further process.  

K-means clustering treats every object as having its different 

locations in space. It finds partitions such that objects within 

each cluster which are as close to each other as possible, and 

as far from objects in other clusters as possible [26]. To 
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perform the K-means clustering it is necessary to find out the 

number of clusters to be partitioned and a distance metric for 

quantifying the distance between two objects. Prior to the 

application of K-means clustering on the image, which is in 

the form of 2D vector, is rescaled to a 1D vector. 

Subsequently, the k-means algorithm is applied, to cluster the 

image. The k- means algorithm is briefed here. 

After the k means algorithm is applied, again the image in1D 

vector is converted to 2D vector and the canny algorithm is 

used for the detection of different edges present in all the 

clustered sets of the image yxa ,
ˆ̂  . The Canny edge detection 

operator was developed by John F. Canny in 1986 and it uses 

a multistage algorithm to detect a wide range of different 

edges in images. In addition to it canny edge detector is a 

complex optimal edge detector which takes comparatively 

longer time in result computations [27]. The canny algorithm 

consists of mainly five steps, they are smoothing, finding 

gradients, non-maximum suppression, double thresholding 

and edge tracking by hysteresis. The above steps are 

explained below. 

Smoothing: In this step, noise is removed by applying 

Gaussian blur to each clustered set of the image yxa ,
ˆ̂ .  

Finding gradients: After the first step of smoothing, the edge 

strength is calculated by measuring the gradient of the 

segmented image yxa ,
ˆ̂ . A 2-D spatial gradient measurement 

is performed on the different clusters of the image utilizing 

the Sobel operator and the approximate absolute gradient 

magnitude (edge strength) at different each point is 

determined. For estimating the different gradient of the 

cluster, the Sobel operator utilizes a pair of nm  

convolution masks, one for the x -direction (columns) and 

the other for the y -direction (rows). Edges are marked in the 

segmented image where the magnitude of the gradient 

obtained is large. Then this approximate magnitude of the 

gradient, or Edge Strength, is calculated using the formula: 

     |||||| yxr         (6) 

Where, xg and yg  are the gradients of the clusters, in the 

x  and y  directions respectively. But, it does not represent 

the exact location of the edges because the edges are typically 

broad. The directions of the edges are determined using the 

following formula: 
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Non-maximum suppression: In this step the “blurred” edges 

present in the gradient magnitudes of the segmented image is 

converted to “sharp” edges. This is performed mainly by 

deleting everything except the local maxima in the gradient 

image. Here the local maxima should be marked as edges 

present in the image. 

Double thresholding: In this process, the pixel-by-pixel 

strengths of the each edge-pixel that are still present after the 

non-maximum suppression step are (still) marked. Double 

thresholding is used in the algorithm. Edge pixels are marked 

as strong if they have stronger value as compared to the high 

threshold; suppressed if they have weaker value than the low 

threshold and marked as weak if they are found in-between 

the two thresholds. Thus, by using double thresholding the 

potential edges are determined. 

Edge tracking by hysteresis: In the final step, the strong 

edges are immediately included in the final edge image 

because they are marked as “certain edges” and weak edges 

are included only if they get connected to strong edges. The 

main reason to do this is that (if the threshold levels are 

adjusted properly) the strong edges are unlikely to occur as a 

result of noise and other small variations. Thus strong edges 

are (almost) attributable only to true edges in the original 

image. In addition to true edges some other characteristics 

such as, noise/color variations can also result in weak edges. 

Finally, all edges which are not connected to a very certain 

(strong) edge are suppressed to determine the edges of the 

following segmented image. Hence the edges of the 

segmented image are tracked and then again the edge is 

smoothed to remove the unused connected components. Then 

we can obtain the different shapes that are present in the 

image    yxa ,
ˆ̂  .  

2.1.1.3. Texture and Color intensity level 

Extraction 

Several common textures consist of small textons that are 

usually in very large number is perceived as isolated objects. 

These elements are placed more or less regularly or randomly. 

The texture features are extracted by using the gray level 

difference method (GLDM). In this GLDM, diverse images 

are created in the four directions and then a feature vector is 

generated by linear zing the gray level histograms of these 

four new images. The texture features extraction is performed 

based on the following steps. 

Step 1: Creation of different images. In the four directions i.e., 

north-east, north-west, south-east and south-west, the 

difference images are created. Then the probability 

distribution function is created from the gray level histograms 

of these four new images. The step distance is given as d and 

the four difference images are 

Image ( i, j)  - Image ( i, (j + d) )      (8) 

Image ( i , j) - Image ( ( i – d ), ( j + d))      (9) 

Image ( i, j)  - Image ( ( i + d), j)     (10)  

Image ( i, j)  -  Image ( i -d) ,( j - d))     (11) 

Step 2:  The probability distribution function is created from 

the cumulative sum of the gray level histograms of these four 

new images.  Each probability function is given the length of 

256. 

Step3:  The four probability distribution functions are joined 

to form a feature vector of length 1024. Likewise Color 

histogram features of the segmented objects are retrieved 

using the non linear diffusion algorithms. 

3. RETRIEVAL PHASE 

The above said process in section 3.1 are extracted for all the 

images in the database and stored in feature database. Each 

image in the database is stored with its semantic name which 

is the high level feature of the image. After extracting the 

feature set from the database images, it is necessary to 

compare the feature set with the given query image’s feature 

set. The relevant images which satisfy the low level feature of 

the query images is retrieved prior and stored in low feature 
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image library and then images which satisfy the high level  

feature are extracted and stored in high feature image library. 

The proposed system retrieves the relevant images which are 

existed in both the low level library, high level library and 

also in Recently Retrieved Image Library (RRI Library) are 

retrieved. The feature set of the retrieved relevant images are 

stored with syntactic name index in RRI library for future 

reference. 

4. EXPERIMENTAL RESULTS 

The proposed CBIR system has been implemented in the 

working platform of MATLAB (version 7.10). The proposed 

system has been evaluated with different query images and 

the relevant images are retrieved from the image database as 

well as RRI library.  To accomplish this, initially images are 

segmented based on color subsequently shape features, object 

wise texture and color histogram has been extracted from 

every image in the system database also every image has its 

semantic name as index name. During the retrieval process the 

above said features are extracted for query image and relevant 

images are searched in the database as well as RRI library 

using the extracted features. Initially the low level features as 

well as high level features are extracted and the images 

relevant to the low level features and the images relevant to 

the high level features are retrieved separately subsequently 

the images which are satisfying both the high level and low 

level features are selected from both the outputs retrieved 

using high and low level features and from the RRI Library. 

Finally the retrieved results are pushed into the Recently 

Retrieved Library. The efficiency of the proposed system 

increases for each successive retrieval. The fig2 (b) and (c) are 

the color wise segmented image and extracted shape features 

of the query image in fig2 (a). ; fig2 (d) and (e) are the 

relevant images which are retrieved using high level and low 

level features respectively. fig2 (f) is the output of the 

proposed CBIR system. Likewise the process and consequent 

results of the proposed system using the same type of query 

image in the second retrieval and third retrieval are shown in 

fig3 and fig4 respectively. 

4.1 Performance Evaluation 

The performance of the proposed system is evaluated on 

different query images using Precision, and Recall [28, 29] 

subsequently these values are compared with the Precision, 

Recall and F_measure values of conventional hierarchical 

clustering. We have used the Precision and Recall described 

in [28, 29] for evaluating the performance of the proposed 

content based image retrieval system.  

  retrieved images  ofnumber  Total

imagequery   theorelevant t images retrieved ofNumber 
 precision 

(12) 

database in the imagesrelevant  ofnumber  Total

imagequery   theorelevant t images retrieved ofNumber 
  recall 

                      

(13) 

The precision Eq. (12) and recall Eq. (13) that are computed 

for a given query image (in Fig. 2(a), Fig.3 (a), and Fig4 (a) 

are tabulated in Table-1 and the associated precision-recall 

graph is shown in Fig. 5.  The retrieved images and the 

precision-recall graph show that the proposed CBIR system 

with RRI library claims effectiveness in retrieving images that 

are most similar to the given query image and its effectiveness 

increases in each iteration. 

 

Table1: Precision Recall values 

 

              

 

 

4.2. Performance Analysis 

The performance of the proposed CBIR system is analysis 

with the CBIR system without RRI Library and with the 

classic CBIR system which retrieve the features of the whole 

image. The fig.6 (a) and (b) are the precision and recall 

comparison graph of the proposed system with RRI library to 

the proposed system without RRI library.  

From the fig.6 we came to know that the precision and recall 

of the proposed system increases with each iteration because 

of the usage of the RRI library. Precision and Recall 

difference of the proposed system with the proposed system 

without RRI library in three retrievals are (-0.125, 0.41, 0.19) 

and (-0.345, 0.28, 0.06) respectively. Though the precision 

and recall value of the proposed system is low in first retrieval 

its retrieval effectiveness effectively increases in each 

iteration which shows the higher performance than the 

comparing system.  

The fig. 7 illustrates the precision and recall evaluation graph 

which compare the precision and recall values of the proposed 

system with the classical CBIR system. The fig7 shows the 

effectiveness of the proposed system. 

Precision and Recall difference of the proposed system with 

the classical CBIR system in three retrievals are (0.25, -0.07, 

0.8) and (0.03, 0.46, 0.67) respectively. The precision of the 

existing system is high in second retrieval but it shows lower 

values in remaining two retrievals also the recall values of the 

proposed system is higher than the existing system in three 

retrievals which illustrates the high performance of the 

proposed system 

5. CONCLUSION 

In this paper a content based image retrieval system was 

proposed for effective retrieval of the relevant images from 

the image database. The system is intended to use both the 

high and low level feature of the images for retrieval purpose 

Number of retrieval Precision Recall 

First 0.25 0.033333 

Second  0.76 0.633333 

Third  0.8 0.666667 
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which decrease the semantic gap between low level and high 

level features. The system was implemented and 

experimented with varying query images. The analytical 

results confirmed that the proposed technique showed better 

performance than the classical CBIR system. It also proved 

that the performance of the proposed system with RRI library 

was improving at remarkable rate in each successive retrieval. 

From all the afore described analytical results, it can be 

assertively concluded that the proposed system shows good 

performance than the conventional hierarchical system. 
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                                   Figure 1: Process of the Proposed System 
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                              (d)                             (e) 

 

      (f) 

Figure-2: Process of First Retrieval (a) Query image (b) Color segmented image (c) Extracted shape feature (d) high level 

feature based retrieved output (e), Low level feature based retrieved output. (f)Output of first retrieval 
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                          (d)                   (e) 

 

                 (f) 

Figure-3: Process of Second Retrieval (a) Query image (b) Color segmented image (c) Extracted shape feature (d) high level 

feature based retrieved output (e), Low level feature based retrieved output. (f)Output of second retrieval 
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                           (d)           (e) 

 

      (f) 

Figure-4: Process of Third Retrieval (a) Query image (b) Color segmented image (c) Extracted shape feature (d) high level 

feature based retrieved output (e) Low level feature based retrieved output (f) Output of third retrieval. 

                            

(a)                                                                                                            (b) 

Figure 6: Comparison analysis graph: Proposed system & Proposed system without RRI library 
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Figure 7: Comparison analysis graph: Proposed system & classical CBIR system 


