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ABSTRACT 

Due to tremendous increase in number of documents, 

clustering of such document is difficult one. Document 

Clustering is the process of grouping related documents 

from the large collection of database.  The mining of such 

related documents from the database which are unlabelled 

is a challenging one.  To overcome this process, clustering 

is used to filter the unlabelled documents from the large 

collection of database.  

In this paper, a new concept is introduced for the document 

clustering by using k-means Enhanced Approach 

algorithm [1] with the Dictionary Defined Lexical 

Analyzer (DDLA).   Basically K-Mean algorithm 

clusters the numeric values efficiently. But with the 

inclusion of DDLA the characters, words and sentences 

can also be clustered. Based on the weights, documents are 

clustered [7] by using bisecting k-means algorithm [1, 2] 

and topic detection method. The discovery of meaningful 

labels for the document is based on semantic similarity [8]. 

The efficient clustering of unlabeled documents with 

enhanced K-Mean algorithm and DDLA is one of the 

techniques which make clustering in an easiest way. 
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1. INTRODUCTION 

Now a day’s retrieval of the information from a collection 

of a document is important one. Searching for the related 

documents from World Wide Web is a becoming a 

challenge. The function of today's search engine is to 

perform string matching, so the documents filtered may 

not be so relevant according to user's need. In order to get 

an efficient routing, the computer organizes the document 

body into a meaningful cluster chain of commands with 

the help of good clustering [2] approach. It helps us to 

overcome the deficiencies of traditional information 

filtering methods. It is a more specific technique for 

unsupervised document organization [9].  

The unsupervised learning is the process of clustering 

unlabeled document. Documents which are labeled or 

having set of topics can be clustered in an easiest way.  It 

is necessary for the cluster not only to indicate the main 

concept of the cluster but also to make difference between 

clusters. 

The accuracy is improved by incorporating semantic 

features. In this paper certain modifications are made in 

the existing semantic features [8]. It uses Enhanced K-

Mean algorithm with DDLA which allows, forming cluster 

on the basis of its meaning. Also it captures each term of a 

character, word and sentences as well as document other 

than frequency.  Based on similarity of a document [7] 

with a predefined dictionary each labeled term is weighted 

.The terms that possess maximum weights are considered 

as top terms and are added to the term vector and also 

synonyms/hyponyms of each word are added. These 

concepts are used in document clustering and topic 

discovery. Cosine similarity is similarity measure used. 

2. EXISTING WORK 

Mostly, Vector Space Model [5] is used to illustrate data 

for the classification of text and clustering. VSM point 

outs each document as a feature vector which contains 

term weights. The TF-IDF weight (term frequency-inverse 

document frequency) is a weight used to calculate the 

importance of a word in a document in a body. As the 

appearance of words increases its importance increases but 

is offset by the frequency of the word in the corpus. 

Similarities between the documents are based on the 

feature vector. 

Common ones include the cosine measure and the Jaccard 

measure. A survey of document clustering algorithms [2] 

with topic discovery is presented. If the topic is 

represented in clustering keywords then it is used to 

compare the proposed and existing topic detection. There 

is a need to consider a set of keywords for the clustered 

documents. For indexing documents, the problem of 

finding a good set of keywords is similar to that of 

determining term weights. Terms that have high TFIDF 

Terms are used as cluster keywords. Clustering is done by 

bisecting k-means algorithm [2] using cosine similarity as 

the similarity measure. After that the centers of the defined 

cluster are taken as the representations of the topic.  

Induced bisecting k-means clustering algorithm used 

above is based on the standard bisecting k-means 

algorithm [3]. A simplified version of the method is as 

follows. Two elements of largest distances are chosen as 

the seeds of two clusters. Then assign all other terms 

closest to any one of the cluster seed. Then compute the 

center of cluster seeds.  Illustration of items that naturally 

allows defining a center which typically is not an item 

proper but a weighted sum of items is needed. The new 

centers serve as new seeds for finding two clusters. The 

process is repeated till the two centers are converged up to 

some predefined precision. If the diameter of a cluster is 

larger than a specified threshold value, the whole 



International Journal of Computer Applications (0975 – 8887)  

Volume 59– No.20, December 2012 

5 

procedure is applied recursively to that cluster. The 

algorithm therefore finds a binary tree of clusters. 

It is obtained when the points no longer switch clusters (or 

alternatively centroid are no longer changed).For most 

practical purposes, it proves to be fast enough to generate 

good clustering solution. 

3. K-MEANS ALGORITHM 

The effective clustering method with reduced complexity 

is achieved by k-means algorithm. The clustering of 

unlabeled documents from the large database can do easily 

by using k-means with the enhanced approach. 

3.1 Enhanced Approach 

In the enhanced clustering method discussed in this paper 

[1] both the phases of the original k-means algorithm are 

modified to improve the accuracy and efficiency. In the 

enhanced method data points are assigned to the clusters.  

 

Algorithm 1: Assigning data point to cluster 

 

Input: 

     D={d1,d2,….,dn}//set of n datapoints 

     C={c1,c2,…..,cn}//set of k clusters 

Output: 

     A set of k clusters 

Steps: 

1. Compute the distance of each data-   point di 

(1<=i<=n) to all the centroids cj (1<=j<=k) as d(di, cj); 

2. For each data-point di, find the closest 

centroid cj and assign di to cluster j. 

3. Set ClusterId[i]=j; // j:Id of the closest cluster 

4. Set Nearest_Dist[i]= d(di, cj); 

5. For each cluster j (1<=j<=k), recalculate the 

centroids; 

6. Repeat 

7. for each data-point di, 

    7.1 Compute its distance from the   centroid of 

the present nearest cluster; 

    7.2 If this distance is less than or   equal to the 

present nearest distance, the data-point stays in the cluster; 

Else 

 7.2.1 For every centroid cj (1<=j<=k) Compute 

the distance d (di, cj); 

End for; 

         7.2.2 Assign the data-point di to the cluster 

with the nearest centroid cj 

         7.2.3 Set ClusterId[i]=j; 

        7.2.4 Set Nearest_Dist[i]= d(di, cj); 

End for; 

8. For each cluster j (1<=j<=k), recalculate the 

centroids; 

In the above algorithm, Euclidean distance is used for 

determining the closeness of each data point. The distance 

between one vector X = (x1, x2 ...xn) and another vector Y 

= (y1, y2 ….yn) is obtained as 

 

d (X,Y)=       (x1-y1)^2 +(x2-y2)^2+……+(xn-yn)^2 

 

The initial centroids of the clusters are given as input to the 

second phase, for assigning data-points to appropriate 

clusters. The steps involved in this phase are outlined as 

Algorithm 1. 

4. LEXICAL ANALYZER 

A program or function which performs lexical analysis is 

called a lexical analyzer, lexer, or scanner. Lexical analysis 

is the process of converting a sequence of characters into 

sequence of tokens [10, 11].     

        Lex file                                 yacc 

 

 

 

Character            Tokens                                         Parsetree 

 

Figure 1: Process of Lexical Analyzer 

4.1 Parser 

It analyses a text made of sequence of tokens to determine 

its grammatical structure because human sentences are not 

easily parsed by programs, as there is 

substantial ambiguity in the structure of human language, 

whose usage is to convey meaning (or semantics) amongst 

a potentially unlimited range of possibilities. It is an 

interpreter/compiler used to check correct syntax and 

builds a data structure in input tokens. 

For example, a calculator program would look at an input 

such as "12*(3+4) ^2" and split it into the 

tokens 12, *, (, 3, +, 4,), ^, 2, each of which is a 

meaningful symbol in the context of an arithmetic 

expression. The lexer would contain rules to tell it that the 

characters *, +, ^, (and) mark the start of a new token, so 

meaningless tokens like "12*" or "(3" will not be generated 

[10]. 

4.2 DDLA 

Dictionary Defined Lexical Analyzer (DDLA) is the 

process of finding similarity of documents with the 

predefined dictionary. Generally Lexical Analysis is the 

process of converting sequence of characters into tokens 

[10]. The main objective is to cluster a character, word and 

sentence from the documents in the large database. The 

documents are related to different fields such as computer, 

medical, management, library etc.The predefined 

dictionary in DDLA which helps to find the matches 

between the character, word and sentence. Based on this it 

allots the weights to the document.  

Input 

file 

Lexical 
Analyzer 

Parser Parsed 

input file 
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6. PROPOSED WORK 

By using K-means Enhanced Approach with the 

Dictionary Defined Lexical Analyzer (DDLA), the 

sentence, word and character in the documents are 

simulated. Hence, the following (Table1) and (Table2) 

describe the result of clustering the character and word. 

 Table 1: Database for Character 

 

 

Figure 2: Number of Characters into three Clusters 

The result of clustering of character is shown in (Table 1) 

which contains number of characters in the documents that 

are converted in to tokens and Figure 2 which shows the 

result of clustering two characters. 

 

 

 

 

 

 

Table 2: Database for word 

 

 

      Figure 3: Number of Characters into four Clusters 

Figure 3 which show the result of clustering 4 words from 

the document that is specified in (Table 2). 
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Table 3: Our Database Contains 

Document Type Actual  No of Documents 

Cacm 3204 

Cisi 1460 

Cran 1398 

Med 1033 

 

This dataset in (Table 3) is usually referred to as Classic3 

dataset (CISI, CRAN and MED only), and sometimes 

referred to as Classic4 dataset. These are the documents 

we used for our Document Clustering. 

 In order to extract the concept of clustering sentence by 

K-Means Enhanced Approach Algorithm using Lexical 

Analyzer Defined Dictionary DDLA. 

After clustering, the clustered numbers of documents in the 

Classsic4 dataset are shown as result in (Table4). 

Table 4: After Clustering 

Document Type Clustered No of 

Documents 

Cacm 2900 

Cisi 1399 

Cran 1234 

Med 989 

 

The below Figure 4 and 5 shows the number of Actual and 

Measured value of clusters which contains the same 

Documents. 

 

 

Figure 4: Clustering Results for Combined database  

 

 

Figure 5: Clustering Results for Combined database  

7. CONCLUSION 

The Clustering of unlabeled documents from large set of 

database is one of the challenge .In this paper, the concept 

K-Means Enhanced Approach Algorithm with Dictionary 

Defined Lexical Analyzer (DDLA) focuses on clustering 

of word, character and documents are categorized and by 

creating separate composed of most appropriate used 

words related to that category. The function of the lexical 

is to read the character, word and document line by line. 

So, each and every word from the document is compared 

with the library functions.  As a result, matching ratio is 

calculated. Thus we conclude that the clustering of 

unlabeled documents from large dataset will be efficient 

by using the above specified approach. 

If the document has highest ratio while matching 

with libraries are given suitable weights and are treated as 

top terms by lexical analyzer [12]. According to the 

weights given, the documents are grouped in relevant 

categories. 
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