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ABSTRACT 
 Routing protocols in MANET such as OLSR-INRIA, DSR and 

ZRP finds out the path between a given source destination node 

pair without considering the reliability of the links in the 

selected path. Some links in MANET are unreliable due to 

interference from transmissions from adjacent links, ambient 

noise system noise, jamming signals from intruder nodes all of 

which results in low throughput, packet delivery ratio, high 

jitter and end-to-end delay. In our work, we use Signal-to-Noise 

Ratio (SNR) as a measure of the link reliability. We propose 

modified secure version of the of three protocols namely 

OLSR-INRIA, DSR & ZRP coined as SOLSR-INRIA , SDSR, 

& SZRP which takes into account the link SNR value as a 

measure of link reliability in addition to the other parameters as 

in the original method in the route discovery phase. QualNet 

network simulator have been extensively used  to evaluate the 

performance of our modified secure routing protocol over two 

different network scenarios consisting of 52 and 72 mobile 

nodes  respectively considering random waypoint (RWP) 

mobility model. The results indicate high throughput, high 

packet delivery ratio and low jitter and end-to-end delay in 

comparison to the original protocols which do not account for 

wireless links reliability. 
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1.  MANET 
 

A Mobile Ad-hoc Network (MANET) [5] consists of a number 

of mobile battery powered energy constraint nodes 

communicating with each other in single or multiple hops over 

wireless links. They are temporary and infrastructure less 

without any central controller. Every node generates its own 

data traffic and cooperatively forwards others which are not in 

direct communication range of each other i.e. acts both as an 
end terminal and router. Due to the mobility and dynamic 

addition/deletion of nodes, topology changes frequently and on-

demand routing protocols [3, 4] are required. MANETs should 

be capable of handling these topology changes through network 

reconfigurations. Routing protocols [6] for MANET should be 

adaptive to the topology changes and be capable of discovering 

new routes when old routes becomes invalid due to such 

change. The number of nodes in MANET changes with time so 

the routing protocols should be scalable.  

 

 

1.1 Routing in MANET 
 

They are divided into three classes namely proactive routing, 

reactive routing and hybrid which is a combination of the 

previous two. 
 

1.1.1 Proactive Protocol  
 

In  proactive  protocol [3,4,6]  every  node  maintains network 

topology information in the form of routing tables  by  

periodically  exchanging  routing  information.  Whenever a  

node  requires  a  path  to  a  destination,  it  runs  an appropriate  

path  finding  algorithm  based  on  the topology information it 

maintains. OLSR-INRIA, DSDV, STAR etc. are typical 

examples in this category. 
 

1.1.2 Reactive Protocol  
 

Reactive protocol [3,4,6] invokes the route discovery 

mechanism on-demand.  It  is  rather  a  lazy approach  of  

routing  and  its  main  motivation  is  the reduction  of  the  size  

and  maintenance  overhead  of the routing  table. DSR, AODV, 

DYMO all falls under this category. 
 

1.1.3 Hybrid Protocol  
 

Hybrid protocols [3,4,6] like ZRP and TORA combine the 

salient features of proactive and reactive ones to exploit the 

advantages of both. 
 

2.  OLSR-INRIA, DSR AND ZRP 
 

In this paper we have considered three routing methods namely 

Optimized Link State Routing [1], Dynamic Source Routing 

Protocol [2, 8, 9, 10] and Zone Routing Protocol [7, 17] 

belonging to the Proactive, Reactive and Hybrid categories 

respectively.   

The following section briefly describes the above stated routing 

protocols.  
 

2.1. OLSR-INRIA 
The Optimized Link State Routing (OLSR) [1] protocol was 

designed by the French National Institute for Research in 

Computer Science and Control (INRIA) for mobile ad-hoc 

networks. It is a proactive routing protocol that employs an 

efficient link state packet forwarding mechanism called 

multipoint relaying on its way to optimize pure link state 

routing protocol. There is a two way optimization. One by 

reducing the size of the control packets and other by reducing 

the number of links that are used for forwarding link state 

packets. The reduction in the size of the link state packets is 

made by declaring only a subset of the links in the link state 

updates which are assigned the responsibility of packet 
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forwarding known as Multipoint Relays. Periodic link state 

updates are facilitated by the optimization done by multipoint 

relaying facilities. No control packet is generated on the event 

of a link break or addition of a new link by the link state update 

mechanism which achieves higher efficiency when operating in 

a highly dense network.  
 

2.2. DSR 
 
 

Dynamic Source Routing (DSR) protocol [2, 8, 9, 10] is an on-

demand routing protocol. It restricts the bandwidth consumed 

by control packets by eliminating periodic table updates as is 

required in the table driven approach. The major difference 

between DSR and other on-demand routing protocols is that it 

is beacon less and hence do not require periodic HELLO 

packets. In the route construction phase DSR establishes a route 

by flooding Route Requests RREQ packets in the network. The 

destination node upon receiving RREQ packet responds by 

sending an Route Reply RREP packet back to the source, which 

carries in its header the entire route traversed by the RREQ 

packet. The scalability is limited as the entire route is stored in 

the header field of the control packets. 
 

2.3. ZRP 
 
, 

Zone Routing Protocol (ZRP) [7, 17] was proposed to reduce 

the control overhead of proactive routing protocols and 

decrease the latency caused by route discovery in reactive 

routing protocols. It defines a zone around each node consisting 

of its k hop neighborhood. All the nodes within k hop distance 

from that node belong to the routing zone or local zone of that 

node.  ZRP  consists of  two  sub-protocols namely a proactive 

routing protocol known as Intra-Zone Routing Protocol (IARP) 

[15] used inside routing zones and a reactive  routing  protocol 

known as  Inter-Zone  Routing  Protocol  (IERP) [16],  used  

between  routing  zones.  A  route  to  a  destination  that is 

within  the  local  zone of the source node  is  established  from  

the  proactively cached routing table of the source by IARP 

protocol. There is no route discovery phase and the packet can 

be delivered immediately. For routes beyond the local zone, 

route discovery happens reactively. The source node sends a 

route requests to its border nodes, containing its own address, 

the destination address and a unique sequence number. The 

nodes at the periphery of the routing zone of a node are known 

as its Border Nodes (BN). The border nodes check their local 

zone for the destination. If the requested node is not a member 

of the local zone of a BN, the node adds its own address to the 

route request packet (RREQ) and forwards to its border nodes. 

On the other hand if the destination is a member of the  local  

zone  of  a BN,  it  sends  a  route  reply (RREP) on  the  reverse  

path  back  to  the  source.  The source node uses the path saved 

in the RREP packet to send data packets to the destination. 

 

3. PROPOSED WORK 
 

In MANET the wireless links between adjacent nodes are 

subject to interference from external sources, intra and inter 

transmission in the network, ambient noise in the system and 

jamming signals from malicious nodes.  The cumulative effect 

of all these factors results in low link capacity and reliability.  

In literature Kumar et al [13] modifies the MANET routing 

protocols to reduce network congestion without taking into 

account the reliability of wireless links. It resulted in an only 

traffic load aware routing to reduce congestion. On the other 

hand Vijayavani et al [14] modifies and compares various 

routing protocols in MANET based on network size, density 

and node mobility. Here also the wireless link status is not 

considered. Ghosh et al [12] considered the status of wireless 

links in DSR and achieved good results. In our work we have 

modified the route discovery process of OLSR-INRIA, DSR 

and ZRP to select the most reliable path amongst multiple 

available paths based on its SNR value. The reliability of a path 

is the minimum SNR value of the wireless links constituting the 

path as it defines the weakest portion of the path. The structure 

of the RREQ packet is modified to include an additional field 

known as ROUTE_MIN_SNR, to store the minimum SNR 

value among all the path links. It gives us a measure of the path 

reliability.  

During the initial stages of the route discovery process the 

source node broadcasts RREQ packets to its immediate 

neighborhood. The ROUTE_MIN_SNR field of the RREQ 

packets received by the neighborhood nodes is updated with the 

SNR value of the link from the physical layer. After this 

updating the RREQ packets are further broadcasted in the 

immediate neighborhood. This process continues until the 

RREQ packets reaches destination node. When the destination 

node receives the RREQ packets, it compares the SNR value of 

each path to the source which is above a certain threshold 

(10dB in our method).  Among the possible paths one with the 

maximum SNR value is selected as it gives the maximum 

throughput, reliability with minimum delay. Then the 

destination node sends its Route Reply (RREP) packet through 

the selected reverse route path as done in original OLSR-

INRIA, DSR and ZRP respectively. The algorithm for route 

discovery phase for modified and secure OLSR-INRIA, DSR 

and ZRP are coined as SOLSR-INRIA, SDSR and SZRP is 

stated below in subsection 3.1, 3.2 & 3.3 respectively. The data 

transfer phase is similar to that in the original protocols. 
 

3.1 Algorithm for Route Discovery Phase in  

      SOLSR-INRIA 
Input : Network Topology, Link SNR value, SNRThreshold, No. 

of nodes N. 

Output :  Proactive Routing table for all nodes. 

Terminology used:   SNR : Signal-to-Noise ratio, SNRThreshold 

≥ 10 dB, MPRSet(i) : Multipoint Relay set of node i, 

MPRSelector(i) : Multipoint Relay Selector set of node i. 

 

Step 1.   For i=1 to N do 

                       Call MPRSet(i); 

Step 2.  MPRSet for all the nodes are distributed throughout the 

network using multipoint relays. 

Step 3.    For i=1 to N do 

Derive MPRSelector(i)  from the MPRSet of the nodes in i’s 

immediate neighborhood; 

Step 4.    For i=1 to N do 

Proactively the routes to all destination from node i as done in 

original OLSR protocol. 

 

Algorithm : MPRSet (A) 

 

Input : Network Topology, Node A, Link SNR value, 

SNRThreshold. . 

Output :  MPR set for node A. 

 

Terminology used:   N1(A): Immediate neighbors of node A,   

N2(A): Two hop neighbors of node A, SNR : Signal-to-Noise 

ratio, SNRThreshold ≥ 10 dB. 

 

Step 1.     MPR (A) ← ф // Initializing empty MPR Set. 

Step 2.   MPR (A) ← {  Ұ  nodes ϵ  N1(A) | they  are the only 

intermediate node between N2(A) and A  && SNR value of the 

corresponding link from such nodes to A ≥ SNRThreshold. } 
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Step 3. If Ǝ nodes ϵ N2(A) | they are not covered by MPR (A) 

then do 

Step 3a. Ұ  nodes ϵ  N1(A) which are !ϵ MPR (A) , compute the 

maximum number of nodes it covers among the uncovered 

nodes in the set N2(A).  

Step 3b. Add to MPR(A) the node ϵ  N1(A) , for which this 

number is maximum. 

  

3.2 Algorithm for Route Discovery Phase in  

      SDSR 
Terminology used: A: Source Node, B: Destination Node, C: 

Intermediate Node, Seq-No(C, B): Sequence Number at 

node C for destination B. 

Input: Network Topology, Link SNR, SNRThreshold,   

           A, B. 

Output: Routing path between A and B having   

              highest  ROUTE_SNR. 

 

Begin Process 

If ((RREQ (A, B) packet is received at C ≠ B) && (Seq-

No(RREQ(A,B) ) ≥ Seq-No (C, B ))) then do 

Begin 

Step 1.  Calculate the SNR values of all the links   

             from PHY layer at node C except RREQ   

             arrival link. 

Step 2.  Update ROUTE_MIN_SNR field of each  

             RREQ(A, B) to be forwarded from C to its  

             neighbors.       

Step 3.  RREQ(A, B) packets having  

              ROUTE_MIN_SNR  >  SNRThreshold are  

              forwarded from C to its Neighbors and  

              others are discarded.       

 End If            
Else     // RREQ(A, B) packet is received at C = B. 

 

Begin 

Step 1.  Among all the advertised routes between A   

             and B as found out from RREQ packets   

             received at B find out the one having  

             maximum ROUTE_MIN_SNR value and  

             select it. 

  

 Step 2.  RREP packets are being sent from B to A  

               over the reverse selected route and the                    

               intermediate nodes makes the necessary    

               changes in their routing tables as per the  

               original DSR routing protocol. 

End Else 

 

End Process.    

 

3.3 Algorithm for Route Discovery Phase in  

      SZRP 
Terminology used: A : Source  node,  B : Destination  node,  

RREQ(A, B): Route request packet for source-destination node 

pair A and B, RREP (B, A): Route Reply packet for 

destination-source node pair B and A, ROUTE_SNR: 

Minimum SNR value of a link in the route, SNRThreshold: 

Minimum acceptable value of SNR of a link assumed to be ≥ 

10dBm. 

 

Input: Network Topology, Link SNR, SNRThreshold,   

           A, B. 

Output: Routing path between A and B having   

              highest  ROUTE_SNR. 

BEGIN PROCESS 

Node A broadcasts RREQ (A, B) to its local zone. 

If B is within A’s local zone then 

       If a single route exists between A and B 

               Step 1. Select the route 

               Step 2. Go To Label 2. 

       Else-If multiple route exists between A and B 

               Step 1. Calculate ROUTE-SNR for all  

                            routes between A to B. 

               Step 2. Select the route that has highest  

                           SNR. 

               Step 3. Go To Label 2.  

 Else       Step 1. Go To Label 1. 

 Label 1: 

Node A sends RREQ (A, B) to the set of Border Nodes BN in 

its local zone. 

If B is within local region of any node in BN 

          If single route then 

                  Step 1. Select the route. 

                  Step 2. Go To Label 2. 

          Else Step 1.  Calculate ROUTE-SNR for all  

                               Routes. 

                  Step 2. Select the route that has highest  

                              SNR. 

                  Step 3. Go To Label 2. 

Else  

          Step 1.Nodes in BN send RREQ (A, B) to the    

                     Border Nodes of their local region and   

                     this process continues until the  

                     destination node is reached. 

Label 2: 

If the Destination is within the local region of   

Source then 

  Step 1. Send RREP along the selected reverse path  

              in local zone from destination to Source as  

              in original ZRP. 

Else  

  Step 1. Send RREP along the selected reverse path  

              through the intermediate Border Nodes  

              from destination to Source as in original  

              ZRP. 

 

END PROCESS 

 

4. SIMULATION SCENARIO AND 

RESULTS 
We have considered two different network scenarios with the 

first one having 52 nodes with 7 different source and 

destination pairs (Figure 1) and the second one having 72 nodes 

with 7 different source and destination pairs (Figure 2) 

respectively. Qualnet 4.5 [11] network simulator is used to 

extensively simulate the above mentioned scenarios. We have 

taken the packet size to be 512 bytes.  User Datagram Protocol 

(UDP) is used as the transport layer protocol and Constant Bit 

Rate (CBR) traffic is used as the application layer protocol 

applied between the source and destination. In the first scenario 

CBR traffic is applied between seven source destination node 

pairs namely (3, 40), (5, 38), (13, 47), (17, 49), (19, 46), (28, 

35) and (39, 07) respectively as depicted in figure 1 over 
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randomly deployed 52 nodes in the deployment area. In the 

second scenario similarly CBR traffic is applied between seven 

source destination node pairs namely (2, 39), (12, 30), (19, 27), 

(23, 41), (45, 31), (55, 29) and (65, 16) respectively as shown in 

figure 2 over randomly deployed 72 nodes in the deployment 

area. In both the scenarios Random Waypoint (RWP) mobility 

model is considered. Table 1 gives a list of various simulation 

parameters. We have enhanced both security and throughput at 

the same reducing end-to-end delay and jitter in our proposed 

schemes. This can be attributed to the fact by taking only links 

with high SNR value we ensure reliability, increased throughput 

and security. Jamming and interfering signals from intruder or 

malicious nodes lowers a link’s SNR ratio and provides a good 

indication about its reliability and security. 

 

 

 
 

Figure 1. Network scenario comprising of 52 mobile nodes 

and 7 different source - destination traffic pairs. 
 

 

 
 
 

 
 

Figure 2. Network scenario comprising of 72 mobile nodes 

and 7 different sources - destination traffic pairs. 
 

 

 

 

Table 1. Simulation Parameters 

Parameter Value 

Area 1500m X 1500m 

Data Rate 2 Mbps 

Packet Size 512 bytes. 

Mobility Model Random-Way Point 

Physical Layer 

Radio Type IEEE 802.11b,Abstract 

MAC Protocol IEEE 802.11 

Antenna Model Omni directional 

Temperature 290 K 

SNR Threshold 10 dB 

 

4.1. Performance Metric 
 

We have considered the network metrics like throughput, end-

to-end delay and jitter. In our simulation we have measured the 

above metrics for original OLSR-INRIA, DSR, ZRP and also 

for SOLSR-INRIA, SDSR, and SZRP under both the network 

scenarios and have compared the results. 
 

4.1.1. Throughput 
 
 

We have measured end to end throughput in Kbits/sec for each 

source destination pair over both the network scenarios. A high 

individual and average throughput is observed in all the cases 

by the modified protocols. The result obtained can be attributed 

to the fact that due to the selection of the path having highest 

SNR value the impact of interference and jamming signals are 

less and path bandwidth is increased which is reflected as 

higher throughput that is desirable for almost every envisaged 

application of MANET.  The results are shown in Table 2 and 

Fig 3. A considerable improvement in average throughput is 

observed in both the scenario for all routing protocol. 

In case of SOLSR-INRIA the throughput is increased by 34% 

for the first scenario and 89% for the second scenario.   In case 

of SDSR the throughput is increased by 4-5% for both the 

scenario. As well as for SZRP the throughput is increased 5 to 6 

times in comparison to other two protocols. 

   

Table 2. Comparison of Average Throughput. 
 

Throughput 

(In KB/Sec) 

52 Nodes 

Scenario 

72 Nodes 

Scenario 

OLSR-INRIA 12.70 16.12 

SOLSR-INRIA 17.10 30.50 

DSR 29.50 29.20 

SDSR 30.70 30.80 

ZRP 04.10 06.20 

SZRP 27.70 30.10 

 
 

 4.1.2. End-to-End Delay 
 
 

The end-to-end packet delay is calculated as the elapsed time 

interval when the packet is sent by the source to the time when 

it is received at the destination node. The modified protocols 

exhibits a low end to end delay every source destination pair 

and on the average as well. This can be attributed to the fact due 

to the selection of high SNR value paths offering high 
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bandwidth resulting in lower queuing delay at the intermediate 

nodes. So the overall end to end delay is reduced which is an 

important QoS in applications such as video streaming, live 

telecast and others. The results are shown in table 3. Fig 4 and 

fig 6 shows the end to end delay for scenario 1 and scenario 2 

as well. A significant reduction in average end to end delay is 

observed which makes this type of modified protocol suitable 

for video streaming operations. 

In case of SOLSR-INRIA the End-to-End Delay is decreased by 

59% for the first scenario and 81% for the second scenario.   In 

case of SDSR the End-to-End Delay is decreased by 87% for 

the first scenario and 83% for the second scenario. As well as 

for SZRP the End-to-End Delay is decreased by 32% for the 

first scenario and 95% for the second scenario.  
 

Table 3. Comparison of Average End-to-End 

Delay. 

End-to-End Delay 

(In Sec) 

52 Nodes 

Scenario 

72 Nodes 

Scenario 

OLSR-INRIA 0.818 0.727 

SOLSR-INRIA 0.329 0.131 

DSR 01.48 1.404 

SDSR 0.178 0.235 

ZRP 0.185 04.04 

SZRP 0.126 0.171 

 

 4.1.3. Jitter 
 

Jitter measures the variability of delay of packets in the given 

stream, which is an important property for many applications 

(for example, streaming real-time applications). Ideally, packets 

should be delivered in a perfectly periodic fashion; however, 

even if the source  

generates an evenly spaced stream, unavoidable jitter is 

introduced by the network due to the variable queuing and 

propagation delays,  and packets arrive at the destination with a 

wide range of inter-arrival times. The jitter increases at switches 

along the path of a connection due to many factors, such as 

conflicts with other packets wishing to use the same links, and 

nondeterministic propagation delay in the data-link layer. In our 

modified protocol average jitter decreases for SOLSR-INRIA, 

SDSR and as well as for SZRP. The results are shown in table 

4. Fig 5. 

In case of SOLSR-INRIA the Jitter is decreased by 52% for the 

first scenario and 67% for the second scenario.   In case of 

SDSR the Jitter is decreased by 84% for the first scenario and 

75% for the second scenario. As well as for SZRP the Jitter is 

decreased by 68% for the first scenario and 76% for the second 

scenario.  

Table 4.  Comparison of Average Jitter. 

Jitter 

(In Sec) 

52 Nodes 

Scenario 

72 Nodes 

Scenario 

OLSR-INRIA 0.124 0.112 

SOLSR-INRIA 0.059 0.036 

DSR 0.497 0.493 

SDSR 0.077 0.120 

ZRP 0.067 0.264 

SZRP 0.021 0.061 
 

The parameters throughput, end-to-end delay and jitter are the 

major QoS determining the performance of a MANET. 

Multimedia related applications require enhanced throughput 

and reduced end-to-end delay whereas real time applications 

needs to have low jitter. These parameters are also interrelated.  

 

 
 

Figure 3.Comparision of Throughputs for OLSR-INRIA & SOLSR-INRIA, DSR & SDSR and  ZRP & SZRP for 52 & 72 

Nodes. 

 

0 
20 

40 
12.7 17.1 

29.5 30.7 

4.1 

27.7 

16.12 
30.5 29.2 30.8 

6.2 

30.1 

T
h

ro
u

g
h

p
u

t 
(K

B
/S

ec
) 

Protocols 

Comparision of Throughputs for OLSR-INRIA & SOLSR-INRIA, DSR & 
SDSR and  ZRP & SZRP for 52 & 72 Nodes  

1st Scenario  
with 52 Nodes 

2nd Scenario  
with 72 Nodes 



International Journal of Computer Applications (0975 – 8887)  

Volume 59– No.19, December 2012 

49 

 
 

Figure 4. Comparison of End-to-End Delay for OLSR-INRIA & SOLSR-INRIA, DSR & SDSR and  ZRP & SZRP for 52 & 72 

Nodes. 

 

 
 

Figure 5.Comparision of Jitter for OLSR-INRIA & SOLSR-INRIA, DSR & SDSR and  ZRP & SZRP for 52 & 72 Nodes. 

 

5.  CONCLUSION AND FUTURE WORK 
 

From the simulation results it can be concluded that for 

SOLSR-INRIA, SDSR and SZRP average throughput 

increases while average end-to-end delay and jitter decreases 

considerably as compared to OLSR-INRIA, DSR and ZRP in 

both the scenarios.  The modified protocols avoid malicious 

nodes and noisy links by choosing the highest SNR path 

which increases overall network reliability. Random 

Waypoint (RWP) mobility model is considered as it 

encompasses most of the envisaged application areas of 

MANETs. We have extensively simulated our methods using 

QualNet 4.5 [11] network simulator. As a future work other 

mobility models and data traffic might be considered. 

Intrusion detection methods may be incorporated in the route 

discovery phase of OLSR-INRIA, DSR and ZRP for detection 

of malicious nodes to enhance network reliability. 
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