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ABSTRACT 
To send multimedia data over an insecure communicational 

network with limited bandwidth, we need an organized 

management for creating and sending information. So far, 

there have been a few methods proposed from the 

combination of compression with symmetric encryption, for 

sending these files. In this paper, using pipeline compression 

with implementation upon Huffman algorithm, instead of 

usual compression, is proposed. Moreover, instead of utilizing 

symmetric encryption algorithms with a low level of security, 

the public key encryption algorithms are used. The chosen 

asymmetric encryption algorithm, for implementing some 

operations on multimedia data, is similar to RSA encryption 

and uses the ab mod m expression to generate the key. 

Moreover, in this paper there has been a circuit proposed with 

the goal of increasing the speed of the located multiplier in 

this mathematical expression. Also, considering the existence 

of the adder in encryption multiplication circuit, and 

compression circuit, the use of an special adder is 

recommended for improving the speed of these parallel 

multimedia computations. 

Keywords 
Multimedia data, multiplication, compression, asymmetric 

encryption, coding. 

1. INTRODUCTION 
In recent century, multimedia systems have made a dramatic 

progress such as accessing to modern services like Internet 

TV, Video Conference, Video Telephony, Video Sharing 

Websites. With the daily increasing number of multimedia 

systems' users, the security issue becomes even more 

important than before because as information technology 

grows and advances in network-based communications, 

spying software, hackers, and viruses would try harder to 

access the information. For instance, nowadays in big 

companies, instead of using cable CCTV cameras they use 

wireless cameras with the ability to transfer voice and video, 

simultaneously. Considering the existing security threats 

during data transfer wirelessly, designing some systems for 

monitoring the security of the data transfer is necessary. 

By 2015, over 60 percent of the stored data throughout the 

world will be multimedia data. [6] Sending these data using 

the network is time consuming. Taking into account the 

security issues, encryption must be applied on the data prior to 

sending procedure, which will impose an increase in the size 

of multimedia. A solution for this problem is to use 

compression. Applying compression (data size decreasing) 

and encryption (data size increasing) upon the data prior to 

sending, and implementing decryption and decompression on 

the receiver side, requires a specific period of time. So far, 

there have been many algorithms proposed for symmetric 

encryption, which have been used for encrypting the 

multimedia data. 

[7], [17] On the other hand, since asymmetric encryption 

algorithms lower the speed, they have been used rarely for 

multimedia data.  Considering the vital role of security and 

speed together, it is possible to propose some methods to 

improve public key encryption speed, and pipeline 

compression operation. The rest of the article will be as 

follows: in section 2 the basics of implementing compression 

algorithm on multimedia data is discussed. Section 3 is about 

an introduction for encryption, especially public-key 

encryption. Moreover, section 4 is devoted for proposing a 

method to combine encryption procedures with compression, 

and related issues to information coding. Also the hardware 

implementation of the aforementioned method is proposed. In 

section 5 we have main idea and comparison with previously 

proposed methods.  Finally, section 6 is for the conclusion. 

2. FAST DATA COMPRESSION 

2.1 pipeline compression 
Data compression is the representation of an information 

source (e.g. a data file, video signal, speech signal, an image) 

as accurately as possible using the fewest number of bits. [11] 

The gigantic volume of the data traffic across the network, 

high price of bandwidth, and large volume of multimedia data 

are the reasons that the need for compression is even more 

than before, these days. Most of the multimedia data that need 

to be stored on a memory or sent over the network, consist of 

some long sub-strings with similar properties. This means that 

a series of similar sub-strings are sent, periodically. While 

sending data in lower volumes, distinguishing these sub-

strings is not affordable, however when sending these 

repetitive sub-strings for a long time is required, we need a 

method for organizing, and decreasing the size of the data 

being sent. To transfer a one-hour audio file with 44 K 

sample/sec and 16-bit stereo, using two channels we must 

transfer 3600*44000*2*2 bits of data, which is equal to 633.6 

MB, size of data which could be reduced up to ten times using 

the compression algorithms in MP3 format. Additionally, to 

send a colorful image of 500*500 pixels without compression 

we need 750 KB which could drastically decrease 10 to 20 

times using JPEG format. Moreover, for transferring a one-

minute real time video file, full size, and colorful we need 

60*30*640*480*3 bits of data, which is equal to 1.659 GB 

which could reach up to 200 GB for a two-hour movie. 

MPEG21 employs some compression techniques, and reduces 

this massive volume to 3.9GB, that is equivalent to one 

DVD.[11] Nowadays, different algorithms for compressing 

the information on multiple channels are in use, and in some 

cases, multiple compression algorithms are used for one type 

of data, simultaneously. Compression techniques try to reduce 

the data rate without losing the desired quality, however, 
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sometimes it is highly required to compress the information as 

much as possible. For example, for a multimedia data, 

compressing in FLV, MPEG, WMV, MP4, AVI and other 

formats could be employed. For instance, for compressing a 

movie we can eliminate many of the middle frames, and using 

the consecutive frames technique reduce the size of the data. 

Compression algorithms are categorized in two main groups 

of lossy and lossless. In lossless algorithms, after 

decompressing, all of the information could be recovered 

without any change, and that is why this algorithm is also 

known as the reversible compression. However, in lossy 

compression, it is probable to lose a fraction of data while 

doing decompression procedure, and as a result, an accurate 

copy of the resource file cannot be obtained. [16] These 

implemented irreversible changes on the data, are to reduce 

the size of the information. Digital images, and multimedia 

files are some of the sources, which use lossy compression 

technique to decrease the size. The original data cannot be 

retrieved from the compressed data unless the compression 

algorithm is known. However, this does not mean that these 

systems possess a high level of security because using 

hardware methods the compressed data could easily be 

decompressed. The foundation of all coding algorithms, 

including compression and encryption, is based on 

mathematical calculation.[8] If we could compress a 

multimedia data for times, as a result, a drastic decrease in the 

size of the data will be acquired. Figure 1 demonstrates the 

pipeline compression. 

 

 

 

 

 

 

 

Figure 1.  Pipeline compression 

Here, we will propose a method for pipeline compression that 

could be implemented on Huffman compression algorithm. In 

the following, we will explain one of the most important 

coding algorithms named Huffman Algorithm, which is used 

to code the multimedia data for compression. 

2.2 pipeline Huffman coding 
In 1951, Huffman chose the problem of finding the efficient 

binary code as a topic of research for one of his courses in 

MIT University. He succeeded to introduce the idea of 

ordering based on repetition as an efficient solution for the 

problem. In his method, Huffman has eliminated the 

drawback previously seen in semi-optimal Shannon-Fano 

coding. Instead of building the tree in up-down direction, he 

built it in down-up direction. [12] Huffman coding is a 

method to code a sequence of data items with the minimum 

number of bits necessary, and it is based on the fact that the 

probability of the symbols in the compressed files has already 

been obtained. [13] However, if prior to implementing the 

Hufman algorithm these probabilities were unknown, it is 

necessary to firstly calculate the occurrence frequency of each 

of the symbols, and then by drawing the Huffman tree the 

compression could be accomplished. There have been many 

papers about hardware implementation of Huffman code 

published ([12], [5], [13], [10]). In this paper, the proposed 

method in [11] is used to implement the pipeline algorithm. 

 

 

 

 

 

 

 

 

 

 

Figure 2.  A Huffman tree is partitioned by the cut lines xx, y-y, 

and z-z. [11] 

Figure.2 suggests a method to cut the Huffman tree for 

executing the pipeline procedure, and eventually demonstrates 

its implementation in an MPEG video system. For each one of 

the clusters in Huffman tree a specific table is considered on 

which the Huffman algorithm will be executed, in a parallel 

manner.  

 

Figure 3.  A Huffman circuit [11] 

The address-producer block or Look-Up Table (LUT) is the 

central block of the whole design. This block, depicted in 

Figure.3, is used to produce the addresses in LUT for the 

symbols. The input data to the address-producer block is a 16-

bit codeword slice which is obtained from the FIFO RAM. 

This slice will be broken into a group of codewords, and each 

one these codewords is equal to one Huffman tree with 

minimum weighted path length from the root[9]. In this 

example, each codeword is an address, which refers to the 
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next cluster in Huffman tree. The address producing stage 

initiates with dividing the 16-bit codeword slice into groups 

with the equal size of Lm, which is the length of the longest 

branch of the cluster in the tree. In our example, the length of 

the longest branch of the cluster is equal to four (Lm=4), and 

as a result, the input data will be divided in four groups. Since 

all we have is 16-bit data, we will have four groups of 4-bit 

data. The input data will simultaneously move towards the B0, 

B1, B2, and B3 registers. Next step is to use a 4 to 1 

multiplexer to transfer one of these registers to the 7-bit 

register C.  

To design LUT table, two Barrel shifters, and two 2x4 

Decoders re used. The remaining steps of the hardware 

implementation of Barrel Shifter until reaching the LUT 

address register is covered in [12]. As depicted in Figure.3, in 

the structure of LUT one ADDER is also used to calculate the 

summation result of LUT relative address and LUT offset 

address. In section 4, for improving this diagram a method is 

proposed.  

3. SYMMETRIC ENCRYPTION AND 

PUBLIC KEY CRYPTOGRAPHY 
Encryption is the knowledge of studying and recognition of 

principles and methods of transferring or storing data in a 

secure manner. Essentially, encryption is about changing the 

context of a message, using one encryption key, and one 

encryption algorithm. [14] Here, both the encryption and 

decryption procedures are handled using the same key. In this 

method, firstly, sender or receiver generates a secure key, and 

then they generate a copy of this key and send it to the other 

end using a secure communication channel. The only 

drawback of this algorithm is that in the first step a key, which 

is the most important part of encryption, must be exchanged 

between the communication parties. In the case that the 

intruder could access the exchanged key in the first phase of 

starting communication, they can decrypt all the information 

that is going to be sent or received after that, easily.  

Public key encryption is another method of encryption, which 

is for increasing the security level. In this method, the receiver 

generates the private and public keys. After that, it will make a 

few copies of the public key and sends them to the senders. 

Moreover, it is possible to use one specific pair of keys for 

each sender. Sending the public key over the network causes 

no security issue. After receiving the public key, the sender 

codes its data and sends it to the receiver. This coded data on 

sender side is also known as cipher text. The sender generates 

the cipher text, however, even the sender itself is not able to 

turn it back to the plain text format. The sender must send the 

cipher text to the receiver so that the receiver could decrypt it 

using the private key. The essential point about this method of 

encryption is that for initiating the data transfer operation, the 

receiver must generate the key. Stages of production and 

transfer of keys in asymmetric encryption decrease the speed 

of encryption, but also increases the security compared to 

symmetric methods. 

4. COMBINATION OF 

ENCRYPTION AND PIPELINE 

COMPRESSION OPERATIONS 
Establishment of absolute security in sending video files over 

network requires the simultaneous use of encryption and 

decryption operations.  [4] In the proposed method of this 

paper, the encryption and compression algorithms will be 

applied on multimedia data, separately. Taking into account 

that the encryption and compression happen on one side, and 

decryption and decompression take place on the other side of 

communication, there must be an order to perform these 

operations.  

 

Figure 4.  Combination of encryption and  compression                                          

For example, in Figure.4-A, first the encryption and then the 

compression is done by the sender. However, on receiver side, 

the data is first decompressed but the decryption operation 

cannot be handled because decompression of multimedia data 

is lossy which means that some fraction of the sent cipher text 

is lost, thus decryption is not possible. However, if the 

consecutive process of encryption and compression is done 

according to Figure.4-B, then there will be no problem in 

decryption phase. The reason, as depicted in the Figure 4, is 

that the encryption operation is implemented on the 

compressed data, and the same data without any alteration 

will be decrypted on receiver side. Considering that the 

encryption operation is lossyless, the compressed data is 

directly available, without any change, on the output. In the 

end, the decompression operation can be executed to restore 

the file. As shown in Figure4.B, a video stream is converted to 

MPEG stream with decreasing the size and in a highly secure. 

4.1 Encryption with MPEG standard 
The MPEG file is a set of frames which can be categorized in 

three major groups, namely: I-frames (Intra frame), B-frames, 

and P-frames (Predict table frame). Figure.5 shows the order of 

these frames in a slice layer. 

 

Figure 5.  I-frames , B-frames and  P-frames 

 I-frames provide the least amount of compression, however, if 

in video streams compression only I-frames were used there 

would be no need to other frames in decoding. The second type 

of frames is P-frames, in which we utilize the data located in 

previous frames to establish compression, which results in 

higher level of compression compared to I-frames. The third 

type of frames is B-frames, which use the previous and 

forward frames for compression. The highest level of 

compression is achieved using B-frames. One of the methods 

to encrypt video files is to implement the encryption operation 

on all of the frames. Moreover, this would provide us with the 

highest security level but due to the increase in calculation 

complexity, we would suffer from a drastic decrease in speed. 
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To avoid this speed reduction, a threshold has to be defined 

between speed and security, which requires selection of a 

specific group of frames for encryption. 

There have been three major solutions proposed for choosing 

an appropriate set of frames for encryption. [15] First solution 

was proposed based on a theory that it is not possible to restore 

B-frames and P-frames without having any information about 

I-frames. Here, we only encrypt the I-frames which results in 

80-85 percent saved processing time. In the second method, all 

I-macroblocks will be encrypted within I,P, and B frames 

which brings about 65-75 percent processing time but with 

lower speed compared to previous algorithm. Finally, we have 

encryption of I-frames and headers of predicted macroblocks. 

This algorithm is the most secure and yet the slowest 

encryption algorithm for video streams with the processing 

time equal to 25-65 percent. 

4.2 Speed and security improvement for 

encryption and compression on video 

streams 
Encryption and compression operations require high 

computational time, which leads to a decrease in the speed of 

system. In the proposed method, public key encryption is used 

to encrypt the multimedia data. This results in higher security 

compared to previous methods of symmetric encryption, which 

were used for multimedia data. As a result, using the public 

key acquires higher level of security. Additionally, in this 

method the encryption is implemented only on I-frames 

because with changing the encryption algorithm, we trust the 

level of security and do not need to encrypt the I-macroblock. 

Taking into account previously discussed issues; the main 

focus in the proposed method is on the speed. The speed of 

public key algorithms depends on the computational 

complexity of ab mode m. According to Figure.3, compression 

algorithm also needs an adder, which we suggest that adder to 

be a Wallace tree adder, to improve the speed. Moreover, for 

improving the speed of public key encryption, we use a fast 

multiplier.  

The proposed multiplier reduces the delay and consumed 

power in the circuit. Additionally, to improve the speed of the 

multiplier, we have implemented the multiplier using the 

Wallace tree adders. Although calculations such as finding 

prime numbers or calculations in Euler's theorem, Fermat's 

theory, and Euclid's theory  are some part of encryption 

process, but the highest cost in important cryptography 

systems such as RSA and Diffie-Hellman is related to 

calculating the result of ab mod m. There are three methods to 

calculate this expression. 

The first group of these methods contain some procedures , 

which improve the speed of exponential operation. As a few 

examples we can refer to sliding window and M-ary methods. 

In these methods, the bits are clustered in a special way and by 

scanning them from left to right the fastest calculation method 

is achieved. For instance, in [33] by using 4-ary method, M506 

is obtained only by using 14 multiplication operations. 

The second way includs some methods, which utilizes 

multiplication operations in order to accomplish the 

exponential operations. It means that they compute ab as 

multiplying a by itself b times, and then they use a method to 

reduce the number of partial products. The Booth algorithm is 

one of these methods which take advantage of re-coding the 

multiplicand and the multiplier to decrease the complexity of 

multiplication computation. 

The third group of methods which are more important in this 

article are some methods that decrease the number of partial 

products by a new scheme of adders. It means that instead of 

decreasing the number of partial products we decrease the 

process of adding those product, which leads to increasing the 

number of adders in the circuit. 

5. THE MAIN PROPOSED IDEA 
In previous sections, encryption and related computations were 

described. Also, some good ways to speed up the coding 

process were introduced. In this project we plan to use the 

methods outlined in Part B Section IV, such as implementing 

the encryption process by using full adder technique. 

Moreover, Section 2 provides a rapid compression 

implementation. In the rest of the section, the pipeline 

Huffman coding was proposed for rapid implementation of the 

multimedia data compression. In the circuit presented in [11], 

the Huffman tree was obtained by an adder. So far, the method 

of implementing the encryption and compression algorithms, 

using adders, is described. Other methods (Multiplication – 

exponent) also have been compared until now. In this section 

we plan to propose one of the appropriate adders to use in 

these 2 algorithms. Designing of a suitable adder is obtained by 

utilizing a good VLSI design. An optimal VLSI design should 

increase the speed and energy-efficiency of the adders, and 

decrease the required area for each one of them. Among the 

studied papers in this field, a scheme that was proposed in [18] 

is for implementing the adders simultaneously in encryption 

and compression. A 64 bit adder with UMC 2.5 V, 1-Poly, 5-

Metal, CMOS technology is designed in [18] which is 20% 

faster than conventional architecture adder. The reasons for 

choosing encryption, compression and advantages of each 

method were discussed in previous sections. Now we introduce 

the reason of using full adders in multimedia systems. The 

multimedia processor chips use digital signal processing for 

arithmetic operations such as adders. High delays of some 

adders lead to a decrease in video file processing speed. Using 

the proposed adder in [18], we can increase the process speed 

for adding operation in multimedia file. Using this type of 

adder can be the best proposal for the implementation of 

concurrent operations of file compression and encryption in 

multimedia data. Also this adder has 8% less delay and 12% 

more speed compared to Brent – Kung Adder. 

6. CONCLUSION 
Implementing compression and encryption on multimedia data 

is a complex issue. Utilizing mathematical computations could 

be a contributing factor to decreasing the complexity of these 

calculations. In this paper, we have proposed a method for 

implementing the Huffman tree using the pipeline procedure 

for compression. In this method, we cluster the Hauffman tree 

and implement it by using an adder, and also for encryption we 

utilize a multiplier to handle the arithmetic operations. In this 

paper, a multiplier is used to improve the operational speed. 

Furthermore, we have proposed to use Wallace adder in 

encryption and compression, simultaneously. Considering the 

advantages of compression, public key encryption, and optimal 

multiplication algorithms in [1], [2], and [3], the proposed 

method will trump the previous techniques. The better 

operation of the system based on increasing security, and 

reducing the computational speed are achieved without any 

change in breaking the mathematical encryption functions, and 

also with the highest level of compression. 
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