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ABSTRACT 

Data mining is an activity of extracting some useful 

knowledge from a large data base, by using any of its 

techniques. In this paper we are using classification, one of 

the major data mining models, which is used to predict 

previously unknown class of objects. Unlike other diseases, 

liver disorder prediction from common symptoms is typically 

difficult job for medical practitioners. Most of the features or 

symptoms are seen in many other fever related diseases and so 

it is not free from false assumptions. In most cases the 

opportunity of liver disease will not identified because of the 

domination of other diseases.  
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1. INTRODUCTION 
Data mining is a process of knowledge discovery from the 

large database and it comprises of several distinct algorithms 

and explained statistical techniques. All the data mining 

techniques are used for identify the yet valuable knowledge 

from vast database with different kinds of data. The mined 

information is represented as a model of semantic structure of 

the data set and it might be possible to employ the model in 

the prediction and classification of new data [1]. So Data 

mining has an interactive role between the user and database, 

because interesting data patterns are showed to the user [2]. 

There are different approaches have been proposed for 

Classification of various diseases from its symptoms. 

Generally Classification consists of three phases, which are 

rule generation, rule pruning and classification. The 

performance, however, might different depending on the 

algorithm employed in any of these three phases [3]. The 

Classification is based on supervised learning algorithm and 

the selection of appropriate algorithm is also a very difficult 

task, because the selected method should be highly effective 

for the particular data set. 

Liver is the largest gland in the body with about 3 lb (1.36 kg) 

weight. It is reddish brown in colour and is divided into four 

lobes of unequal size and shape [4].  Several disease states can 

affect the liver functions and its disorder can varies from 

simple reaction of medicines to liver cancer. Now a day’s 

liver diseases may seen in all category of peoples without any 

age differentiation in India, due to the lack of physical 

activity,  modern   improper  food  habits,   smoking,   alcohol 

 
 

consumption, multiple sexual partnerships and injected drug 

usage. Sadly we can say these all are the part of Indian’s life 

style. 

The ultimate goal of risk factor prevention, detection, and 

control is to prevent acute events. In India, most of the disease 

having multiple symptoms and most patients admitted in 

hospitals with multiple diseases, in such cases it is very 

complex to diagnosis each disease and treats separately. So 

they may get treated for major disease and the upcoming 

diseases may not be identified or neglected. Moreover than 

that, patients are not ready to spend more time in the hospital 

and they need to be cure immediately. So in this paper, we try 

to classify the cases which may suffer liver disease with the 

help of cofactors. Risk factors are divided into two categories- 

major and contributing. Major risk factors are here used to 

prove the increase of liver disease risk. Contributing risk 

factor are those that doctors think can lead to an increased risk 

of liver disease, but their exact role has not applicable in all 

cases of diagnosis, because it can fluctuate with patients 

lifestyle and other history or presence of other diseases. The 

more risk factors you have, the more likely to have liver 

disease development. Some risk factors can be changed or 

irrelevant to the particular disease in some cases. But as a 

whole we consider it as evidence. But in case of earlier 

identification most of the risk factors can be changed or 

treated and that is useful to control much of other related risk.  

2. DATA DESCRIPTION 
Total of 2453 real medical data with 15 attributes were 

collected from a Public Charitable Hospital in Chennai. The 

data record contain the common symptoms noted by the 

physical examiner for liver related and non-liver related 

patients with similar symptoms of those  who were admitted 

in male and female medical ward. Some occasional symptoms 

were eliminated here as a preprocessing stage. The collected 

fields are Age, Sex, Frequent alcoholic consumption (FAC), 

Obesity, Fever, Vomiting, Abdomen pain(AP), Yellowish 

Urinary Discharge (YUD), Loss of appetite (LA), Disturbance 

in abdomen (DA), Pale stools, Chills, rigor, Head ache, 

Acting differently(AD) and a class for diagnosis the Liver 

Disease (LD) with the help of blood test results. Here the 

study of  age  and  sex  factors are  not  dependent  for  

general analysis and feature prediction of LD, because the 

disease may affect any age group  and  seen in any  sex  group 

except in cases of Alcoholic Fatty Liver Disease and Non-

alcoholic Fatty Liver Disease. The given symptoms are very 

common in any liver related disorders. 
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Table 2. Mean & Standard Deviation  

Table 1. Sex based classification of the data 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.  METHODOLOGY                                                              
The methodology used here is, effective classification of 

Liver Disease and Non-liver Disease (NLD) patients with the 

help of symptoms. Before classifying the data, we have to 

preprocess it to avoid anomalies. 

3.1 Data Preprocessing 
 Incomplete and noisy data are common in a real world data 

set, because the attribute was not important at the time of 

entry, misunderstanding of field values, duplications or usage 

of the data for other purposes. The action comprised in the 

pre-processing of a data set are the removal of duplicate 

records, normalizing the values used to represent information 

in the database, accounting for missing data points and 

removing unneeded data fields [5]. Here most of the Fever 

related diseases having the same symptoms. So initially, we 

preprocess the data set to avoid various inconsistent and 

missing values for our study. 

3.2 Classification Models 
In this study we used two classification methods, which are 

Naive Bayesian and C4.5 decision tree. The intention of using 

two algorithms is to identify the improvement of the 

algorithm for this particular data set. Both of these 

classification models follow different methods to evaluate its 

algorithm. 

3.2.1 Naive Bayesian Classification 
Bayesian Classifiers are the statistical classifiers and can 

predict class membership probability that a given tuples 

belong to a particular class. It assumes that the effect of an 

attribute value on a given class is independent of the value of 

the other attributes [6]. In other words a Naive Bayesian 

classifier calculates the presence or absence of a particular 

feature of a class is unrelated to the presence or absence of 

any other feature [7]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Sex 
Yes No 

Male 1387 127 

Female 843 96 

Total 2230 223 

Grand 

Total 
2453 

S. 

No: 
Attributes 

Mean S.D. 

YES NO YES NO 

1 Age 31.01 38.39 16.83 7.48 

2 F A C 0.07 0.43 0.25 0.50 

3 Obesity 0.20 0.30 0.40 0.46 

4 Fever 0.94 0.99 0.23 0.17 

5 Vomiting 0.60 0.84 0.49 0.37 

6 A P 0.52 0.45 0.50 0.50 

7 Y U D 0.86 0.41 0.35 0.49 

8 L A 0.83 0.74 0.38 0.44 

9 D A 0.57 0.48 0.50 0.50 

10 pale stools 0.64 0.50 0.48 0.50 

11 chills 0.27 0.70 0.44 0.46 

12 rigor 0.28 0.43 0.45 0.50 

13 head ache 0.30 0.58 0.46 0.49 

14 A D 0.32 0.53 0.47 0.50 

Fig 1: Age factor representation 
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3.2.2 C4.5 Decision Tree 
The decision trees are used in the analysis and application of 

classifying various cases into low-mind or high risk groups, 

creating rules in order to predict the future events, definition 

for relations of the certain sub groups, and getting the most 

effective decision by the help of medical observations [8]. 

C4.5 extracts rule from an unpruned tree, and then prunes the 

rules using a pessimistic approach. The training tuples and 

their associated class labels are used to estimate rule accuracy. 

In addition, any rule that does not contribute to the overall 

accuracy of the entire rule can also be pruned. C4.5 adopts a 

class-based ordering scheme. It groups all rules for a single 

class, and then determines a ranking of this class rule sets [6].  

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

4. ANALYSIS AND RESULT 
Generally LD can be diagnosis in a routine blood testing. But 

there are many scrutinizing factors for the diagnosis of the 

accurate type and its reasons, which makes the physician’s job 

knotty [9] [10]. In this paper we used 2453 datasets for 

analysing the performance of the proposed classification 

methodology. Table 1 illustrate that, from the total dataset, 

2230 cases having liver disease and 223 cases are not having. 

Figure 1, represents the age group differences of collected 

data, where the first cluster of data which is near to 2 years 

age category are probably with hepatitis A infection and most 

of the second and third cluster of peoples are belongs to 

alcoholic and non-alcoholic related liver disorder. Table 2 

shows the average and standard deviations of each factor of 

both classes in this study. In table 3, the total data sets have 

been divided into the ratio of 50-50, 75-25, 90-10 and 

evaluated the accuracy. As a result the maximum accuracy 

(99.20%) lies in C4.5 decision tree with 90-10 splitting ratio. 

But when compare to Naive Bayesian, it is somewhat lazy, 

because the average time taken by C4.5 is 0.16 seconds. 

Naive Bayesian used only 0.03 seconds to achieve the same 

classification. In C4.5 the size of the tree is 23 and number of 

leaves are 12. The mean absolute error (MAE) and root mean 

square error (RMSE) is also 0.01 and 0.08 with best accuracy, 

which are defined as, 

    
     

 
   

     
  

      
    

   
   

     
 

Where,    is the difference between the actual and forecast 

values.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

                    

 

Fig 2: Accuracy evaluation chart 
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Classification Ratio 

Accuracy 

(%) 

Time Taken 

(Seconds) 

Mean 

absolute 

Error 

Root 

Mean 

Square 

Error 

TP 

Rate 

FP 

Rate 

Naive Bayesian 

50-50 88.38 0.03 0.14 0.29 0.92 0.49 

75-25 88.57 0.03 0.15 0.31 0.90 0.34 

90-10 89.60 0.03 0.14 0.30 0.93 0.42 

C4.5 

50-50 99.11 0.16 0.02 0.09 1 0.09 

75-25 99.03 0.16 0.02 0.09 1 0.10 

90-10 99.20 0.16 0.01 0.08 1 0.08 

             Table 3. Performance of methods in datasets 
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Figure 2 demonstrates the accuracy of both algorithms, where 

we can see the overall performance of C4.5 decision tree is 

better than Naive Bayesian.  

5. BENEFITS AND LIMITATIONS 
The developed model can serve as a decision maker tool for 

Liver disease related diagnosis. This is an effective 

classification method developed with 15 fields, which shown 

in table 2 and table 3 for the collected data. The field may 

expand or change according to the situation and influence of 

associated diseases. 

6. CONCLUSION 
Clinical screening of data is employing a crucial part in 

diagnosis process. Recent days every hospital is rich with 

large amount of medical records but without effective analysis 

in that.  According to this methodology, it may useful for 

experts to identify the chances of disease and conscious 

prescription of further medical examinations and treatment. In 

developing countries the average time for a patient to reach 

into a hospital in any emergency situation is more than one 

hour. So medical practitioners are demonstrating awareness of 

evidence based treatment and therefore this application will 

give more support to such society for their future work and 

assessments. 
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