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ABSTRACT 

In this paper, mainly concentrate on reduce the burst loss and 

Non-availability of wavelength in network; proposed an 

overlay model known as Fault Tolerant Overlay Network 

(FTON) which improves the performance of a regular IP 

electronic network. An FTON is created over the existing 

network; an FTON node collects the information about the 

underlying network periodically. Whenever a fault occurs in 

the underlying network, and in case of non availability of 

required wavelength, FTON nodes generate an alternate path 

to route the bursts. This proposed work extends the resilience 

concept to the Optical Burst Switched Network. 
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1. INTRODUCTION 

Overlay networks have recently gained attention as a viable 

alternative to overcome functionality limitations (e.g., lack of 

QoS, multicast routing) of the Internet. They offer enhanced 

functionality to end-users by forming an independent and 

customizable virtual network over the native network.  

The basic idea of overlay networks is to form a virtual 

network on top of the native network so that these specialized 

overlay nodes can be customized to incorporate complex 

functionality without modifying the underlying native routers, 

overlay networks can be of different classes based on their 

specific purpose. Some common forms such service includes 

[1] are peer-to-peer (P2P) overlays, content delivery networks 

(CDN), and service (infrastructure) overlays.  

In this work is particularly focused on the performance and 

stability observed in service overlays, which are overlays 

formed to over a value added network service to actual end-

systems. The member nodes of this overlay are persistent and 

route traffic between one another. 

1.1 Motivation 

The motivation for having a FTON arises from the desire to 

improve on the poor performance of the underlying Internet 

routing protocols [1], such as the Border Gateway Protocol 

(BGP). BGP can take upwards of tens of minutes for a 

consistent view of the network topology to be established 

after routing failures occur. This could lead to delays in 

packets being delivered, and a higher frequency of packet 

loss.  

 

It is also possible that when a routing failure occurs, BGP 

won't be able to reestablish a new route for the packet to 

travel. FTONs, on the other hand, take tens of seconds to 

repair network paths, and in certain cases they can also find 

routes for packets to travel even when the underlying BGP 

protocol cannot do. 

1.2 Fault tolerant overlay network 

In order to provide a better quality of service and fault 

detection and recovery in Optical Burst Switching Network, 

in this paper introduced a concept of Fault Tolerant Overlay 

Network over OBS Network. It is an architecture that allows 

Distributed Internet Application to observe and enhance the 

Quality of Service. 

In this work, one of assumptions is that, the nodes don’t 

contain a wavelength converter. So to route packets across the 

network, same wavelength must be available at all the links 

throughout the route. By wavelength availability, the required 

wavelength must be free. If the required wavelength is not 

available at any link, the packet will be dropped else it will be 

transmitted to the next node.  So this brings out a constraint 

known as wavelength continuity constraint.  

A node in the network that provides the services or takes the 

transmission decision for the incoming data burst may not be 

able to view and predict the traffic at the other nodes as well 

as the condition of every link in the network. 

In FTON, consider Control Overhead. However in an OBS 

Network, control traffic is routed through separate channel as 

it has to be converted from optical form to electronic form at 

every node. The capacity of control channel is in terms of 

Gigabits/sec, so it can tolerate the control overhead. 

2. ARCHITECTURE OF FTON 

The Architecture of proposed FTON is show in figure 1 based 

on the application level routing. With the help of multilayer 

interaction fault detection and recovery are taken place very 

effectively with in second that will give more reliable and 

secure connection more over fault detection and recovery are 

taken place very effectively 

FTON is an application layer overlay on top of the existing 

routing substrate. FTON nodes are specialized nodes which 

run a protocol at the application layer.  

2.1 FTON Node 

The FTON nodes will gather this information from the 

network such as condition of burst, availability of wavelength 

in each link, traffic progressing towards each node, etc. and 

then update it with all the available FTON nodes periodically. 

Based on these summarized information, each FTON node 
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will enable forwarding of packets. These information can be 

used by the nearby general nodes for routing of burst (to the 

next node) whenever necessary.  

 

     

2.2 Observer 

Observer is a component of FTON which gather information 

and summarizes them. Some of the information collected by 

the observer are, condition of bursts, availability of 

wavelength on each link, the traffic progressing towards each 

node, etc. From this information, the observer may come to 

the following conclusions: (1) certain links are overloaded i.e. 

wavelength is available or not. (2) Same wavelength is 

available between all nodes or not. (3) Any alternate path is 

available or not. 

2.1.1 Steps involved in routing burst 

Steps performed in routing the data burst across the network 

over the available wavelength at each link with the help of 

information obtained from FTON nodes are as follows: 

At the General Node: 

In Figure 3 illustrate the general node, the burst to be 

transmitted arrives at the source node, the node sends a 

request to the FTON seeking information about the 

availability of free bandwidth or channel for path selection. 
The General node (GNode) extracts following information 

from the burst such as bandwidth requirement, traffic 

parameters, and timing constraints. Then, it passed to traffic 

classifier which offers various services for traffic classes.  

The data is further classified in the classifier to any of the 

available traffic classes, based on the information obtained the 

data traffic is forwarded to next node until it reach the 

destination. 

 

At the FTON node 

In FTON node observer act as a main component, that collects 

information from the surrounding node and links, with the 

collected information, FTON forms and updates the 

information table, Figure 3 illustrated the interaction between 

General Node and FTON Node. 

If general node made request to FTON node, it seeks the 

information to the nearby FTON, then FTON node 

communicates with other FTON in the network and updates 

its information table, based on the information table obtained 

by FTON node has to select forwarder table to select path and 

transmit the burst. 

The nodes will provide services to the requests made by 

client, such as, (1) FTON first of all checks if it can fulfill the 

clients request for requested services. (2) This may include 

estimation of available bandwidth, alternate path to transfer 

data, guarantee for service, network traffic analysis, etc. (3) 

FTON observes whether the same quality is maintained or 

not. 

The FTON nodes are used mainly to reduce the wastage of 

bandwidth by checking for the available free wavelength and 

avoid contention in the network through prior monitoring and 

probing. This is done by considering the bandwidth 

requirements, distance between the current position of the 

burst and the link where contention might occur, time to 

transmit burst across the network, and of course the priority of 

the burst. Based on these values the burst will be allowed to 

take up the requested route else not. 

There are various metrics to evaluate the proposed method; 

they are delay in end-to-end transmission, blocking 

probability, number of requests dropped, and number of 

applications meeting their traffic requirements. The results 

will be obtained under various conditions either with or 

without FTON nodes. 
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3. WORKING MODEL FOR FTON 

In this work, proposed an algorithm to group a number of 

General Nodes (GNodes) under each FTON Node. The FTON 

node will monitor the group of GNodes under it. A master 

node (MNode) is a node which has maximum number of links 

in group of GNodes belonging to the FTON Node this MNode 

is directly connected to the FTON Node and serves as an 

intermediate node between FTON Node and respective group 

of GNodes i.e. MNode communicates all the information from 

FTON Node to respective GNode and vice versa. The MNode 

selection procedure is as follow:  

 FTON Node finds number of GNodes in the 

network considered. 

 Arrange all the nodes in descending order of 

number of links connected to each node using 

swapping method.  

 Each FTON Node selects a MNode for itself from 

the array of GNodes, which is arranged in 

descending order. The number of MNode must be 

equal to number of FTON Nodes in the Overlay 

Network. 

Now each FTON node has a MNode. All the GNodes which 

are linked to each MNode will be grouped under respective 

FTON node.  

 

 

 

 

3.1 An Example 

An example has been taken based on the reference [6]. In the 

given scenario, considered an NSFNET with 14 nodes. There 

is no wavelength converter, so wavelength continuity 

constraint exists in the network. A load of about 10 GB is to 

be transmitted across this network. The traffic arrives at 

different source and is to be carried to different destination i.e. 

each data burst belongs to a different source-destination pair. 

The data burst must be transmitted over the network with a 

minimum burst loss and maintaining the QoS guarantee 

promised by the service provider to each class of traffic.  

Scenario I: In the given situation at time t=0, 2 data burst 

arrives at node 2 and 3 each and both of them use the same 

wavelength. The detail of each burst is given in table 1. 

Table 1. Burst arriving at each node 

Burs

t No. 

Sourc

e 

Destinatio

n 

Arriva

l Time 

Burs

t 

Size 

End 

Tim

e 

5 3 12 0 1182 4 

7 2 11 0 692 4 

 

Table 2. Shortest path for source-destination pair 

Source 

Node 

Destination 

Node 

Edge 

Cost 

Intermediate 

Node 

2 11 2 13 

3 12 3 4,13 

 

The source node will look at the shortest path table and obtain 

the shortest path to the corresponding destination. The 

shortest path obtained is shown in table 2. 

Now each source will check for the availability of the same 

wavelength in the network and finds that the wavelength is 

available. This situation will lead to contention because at a 

time node 13 can carry only one burst, both the burst try to 

use the same link. At this situation in an OBS network, one 

burst will be dropped. 

Now, analyzing the same scenario with FTON nodes, make 

use of a heuristic to find the number of FTON nodes and use 

the proposed MNode selection algorithm to select group of 

GNodes. A FTON Node architecture depicted in Figure 4 is 

used to solve the problem. Each FTON node interacts with 

other FTON nodes as well as with the MNodes and gather 

information. With this information it forms the information 

table and then distributes it among the other FTON nodes, 

respective MNode and the group of nodes under it. The FTON 

node contains information as shown in table III. 
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          Table 3. Information contained in FTON node 

 

FTON Node MNode GNode 

0 0 1,2,3 

1 3 0,4,7 

2 13 2,4,11,12 

3 6 1,5,8 

4 8 6,9,11,12 

5 10 7,8,11 

 

Using the FTON architecture, the FTON node 2 will find that 

there may be a possibility of contention at the link connecting 

node 4 and 13, so it will analyze the two burst and allows only 

one burst to take the link connecting node 4 and 13 and send 

the other burst through another route. FTON Nodes helps to 

route the traffic and reduce the burst loss. 

4. IMPLEMENTATION 

The two important aspects of the proposed work is the 

implementation or simulation of the Time stamped Optical 

Burst Switching and the Mirror Rotation Table in the 

intermediate node that is used to route the bursts in proper 

direction. 

 

4.1 Constraints & Assumptions  

There are certain assumptions and constraints that are to be 

taken into account in this system. The various assumptions 

and constraints are:  

 All the nodes in the network have splitting 

capabilities. 

 The network is at least 2-connected so that failure of a 

link doesn’t disconnect the network, 

 All the links in the network are bidirectional 

 For simulation purpose considered a table (Mirror 

Rotation Table) which is used to rotation the burst 

with proper destination. 

 The Resilient nodes are selected based on the 

prioritization of the number of outgoing edges.  

 An optimal ratio between the Physical node and the 

Resilient nodes should be maintained  

4.2 Procedure for simulating FTON 

1) Select a set of nodes as representative nodes which 

will be communicating directly with the Fault 

Tolerant Overlay Network nodes (FTON nodes). 

2) Divide all other nodes in to groups in such a way 

that each FTON node gets complete information 

about its group nodes. 

3) At regular intervals 

a) FTON sends request message to all the 

nodes in its group. 

b) Every node in the group responds to the 

request by sending information regarding 

link failure, wavelength cross connect 

failure, transmitter failure etc. 

c) FTON keeps track of this information and 

it is shared with other FTONs by 

communicating with them at regular 

intervals. 

4) Every node whenever it gets some data to transmit 

gets the route from IP. 

5) The source node consults the FTON to find the 

reliability of wavelength lines in the route. 

6) If all the lines are in good condition (available), then 

the control packet is sends and Optical Burst 

Switching occurs. 

7) If the source node finds that the route given by the 

IP is not good (wavelength not available) then, the 

source can select an appropriate route from a set of 

alternative paths computed by K-Shortest Path 

algorithm. 

8) It then checks the validity of the path using the 

reliability information obtained from the FTON 

node. 
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5. RESULT DISCUSSION 

          

 

   

 

Figures 6 and 7 shows the plots of Load versus Burst 

Blocking Probability by having the number of wavelengths 

WL  available at each link as 3 and 5 respectively and the 

number of transmitters Tx and number of receivers Rx at edge 

nodes as 5. From the graphs, infer that OBS network with 

FTON has low burst loss compared to the OBS network 

without FTON at similar experimental conditions. 

 

 

Fig. 8 plots the number of wavelengths on each link versus 

Burst Blocking probability for both FTON and without FTON 

schemes while keeping the load (burst arrival rate) constant. 

Burst arrival rate (parameter  of the Poisson process) is taken 

as 5.  

     

 

Here, the number of transmitters and receivers are taken as 3. 

From the graphs, it is evident that with FTON technique 

outperforms the without FTON in terms of data loss.  

6. CONCLUSIONS 

Fault Tolerant Overlay Network (FTON) algorithm is to 

overcome both link and non-availability of wavelength in the 

network with the help of FTON which reliable and provide 

availability, Recovery can take place within a second where as 

the BGP-based Internet routing cannot do. 

There are some fault tolerance mechanisms that are 

implemented at physical layer and IP layer, However fault 

tolerance at physical layer is achieved at the expense of high 

resource utilization. Fault detection and recovery mechanisms 

at IP layer is time consuming, in conventional IP electronic 

networks. Thus FTON is proposed to achieve resilience at 

application layer that overcomes these disadvantages 
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