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ABSTRACT 

Cancer classification has become one of the active areas of 

research in the field of medical sciences. Various gene 

selection and tumor classification techniques have been 

available in the literature. Gene selection comprises of an 

exploration for gene subsets that are capable to discriminate 

tumor tissue from normal tissue. Gene selection is a primary 

issue in gene expression based tumor classification. Recently, 

Tissue microarrays have become an extensively used 

technique to screen for protein expression patterns in a large 

numbers of tumors. There is increasing interest in 

transforming the importance of tumor classification from 

morphologic to molecular. Gene expression profiles provide 

additional data when compared with morphology and offer a 

substitute to morphology-based tumor classification systems. 

So, researchers are very much intentional to develop novel 

approaches for gene selection and tumor classification. This 

paper provides a detailed related survey of various gene 

selection techniques and tumor classification approaches.  

General Terms 

Survey on Tumor Clustering and Gene Selection Techniques. 

Keywords 

Gene selection, Tumor Classification, DNA, Genetic 

Algorithm, Particle Swarm Intelligence. 

1. INTRODUCTION 

The discovery of cancer classes has conventionally been 

based on histomorphology. In recent years, DNA microarrays 

have been effectively employed to automatically identify 

cancer classes via clustering of the expression profiles.  It has 

been indicated that a number of tumors can be clustered into 

clinically appropriate groups based exclusively on gene 

expression (mRNA) profiles [1]. 

It has been found that tumors that have identical 

histopathological look may follow significantly different 

clinical courses with different responses to therapy and thus, 

inefficient diagnosis is often possible if the diagnosis is based 

primarily on morphological appearance. Microarray 

technology is observed to categorize tumor samples based on 

gene expressions and therefore has been extensively used in 

systems biology and iatrology [2].In recent years, there is 

extensive research in transforming the importance of tumor 

classification from morphologic to molecular [3]. Array 

technologies have become popular in evaluating the level of 

expression of thousands of genes concurrently [4, 5 and 6]. A 

number of research works have used arrays to examine gene 

expression in various tumors, and these investigations have 

illustrated the potential utility of expression profiling for 

classifying tumors [7, 8]. Gene expression profiles may 

provide additional information than conventional morphology 

systems. 

Gene selection is a crucial part for gene expression based 

tumor classification systems. The main benefit of microarray 

is that it is able to competent to monitor the expression of a 

large number of genes and provide extremely useful 

biological information.  

The identification of discriminant genes is of prime 

importance and attention. Various investigations in Biology 

and Medicine are supported by the thorough study of the top 

ranking genes which would be very helpful in recent 

discoveries in cancer research. Medical diagnostic 

examinations that assess the presence of a given protein in 

serum may be obtained from a little subset of discriminant 

genes [9]. 

It is a fact that additional features should give more 

discriminating power. But, there are several reasons for 

minimizing the number of features to a sufficient minimum. 

Initially, large numbers of features would increase the 

computational complexity and cost.  

Secondly, when treated individually, the two features may 

provide appropriate classification information, but if 

integrated, it provides ineffective results due to high mutual 

correlation. Therefore, complexity increases without much 

gain. 

Thirdly, generalization properties of the classifier will be 

comprised by a huge number of features. It is to be observed 

that, the effective generalization attributes of the classifier is 

obtained through the ratio of higher number of training 

samples to the number of free classifier parameters [10].  

Fourthly, a huge number of features will affect the assessment 

of the classification error. A small number of features will 

enhance the assessment of classification error. Thus, 

minimizing the dimensionality of the gene expression 

information is a vital concern in developing an efficient gene 

expression-based tumor classification system [3]. 

Besides, minimizing noise and enhancing the accuracy of 

tumor classification, selected subsets of genes with significant 

accuracy of classification may be involved in certain 

biological processes which would result in tumor 

development [3]. The selected subsets of genes may have 

essential biological understanding and may be utilized for 

cancer discovery and other future possible research directions. 

The main benefits of gene selection over other techniques are 

minimizing the dimensionality (e.g., principal components), 

its simplicity, future cost savings, and higher possibility of 

being adopted in a clinical setting. 
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2. LITERATURE SURVEY 

A number of techniques have been presented in the literature 

to minimize the dimensionality of gene expression data [11]. 

A majority of the machine learning approaches have been 

used in cancer classification using microarray data [12].  

Eisen et al., [13] developed one of the earliest techniques 

called the hierarchical algorithm. Other well known 

algorithms applied for tumor classification are neural 

networks, K-Nearest Neighbor (KNN), SVM, kernel based 

classifiers, genetic algorithms and Self- Organizing Maps 

(SOM) [14]. 

Even though, a number of groups have widely regarded model 

selection in SVMs, optimal parameters are generally domain 

specific. Yendrapalli et al., [15] proposed a technique to 

estimate the impact of model selection on the performance of 

a number of SVM implementations to classify tumors. 

The issue of multiclass classification, particularly for 

techniques like SVMs, does not provide an easy solution. It is 

usually straightforward to build classifier theory and 

algorithms for two equally exclusive classes than for N 

mutually exclusive classes. Yendrapalli et al., utilized BSVM 

that constructs N-class SVMs [16]. A majority of the existing 

techniques for model selection utilize the leave-one-out (loo) 

related estimators which are regarded computationally costly. 

The author utilized Leave-one-out model selection for SVM 

(looms) that employs advance numerical techniques which 

results in efficient calculation of loo rates of different models 

[17]. 

It is observed that classification accuracy varies with the 

kernel type and the parameter values; therefore, with suitably 

chosen parameter values, tumors can be categorized by kernel 

machines with higher accuracy and lower false alarms. The 

results illustrate the capability of using learning machines in 

diagnosis of a tumor. 

2.1 Wrapper and Filter Method 

Gene selection is vital in tumor classification with the benefits 

such as enhancing the classification accuracy, minimizing the 

cost in a clinical setting and gaining considerable imminent 

into the mechanism of disease [18, 19, 20, 21]. 

Recent gene selection techniques mainly categorized into two 

types [18]:  

 Filter methods  

 Wrapper  methods  

Filter model executed the feature subset selection and the 

classification in two separate phases, employs an evaluation 

metric that is simple and fast for assessment. Therefore, a 

filter approach is not dependent of the learning algorithm used 

after it. The wrapper method formulated the feature subset 

selection and classification in the same process, links a 

learning algorithm to evaluate the classification accuracy.  

In microarray data, it is tough to identify the best gene subset 

among all combinations of genes because of its high 

dimensions. Even though a number of heuristic search 

approaches can be employed, these techniques are 

computationally costly [19]. Filter approaches are known as 

gene ranking techniques in gene expression data area. These 

approaches identify predictive subsets of the genes through a 

simple criterion evaluated from the empirical distribution, and 

the top-genes were chosen as a feature subset. The most 

popular gene selection approaches are based on statistical tests 

or information theory to rank the genes [20]. Each gene is 

assessed individually and given a score reflecting its 

correlation with the class based on certain criterion in these 

gene ranking approaches. The gene is not dependent of any 

learning techniques in ranking gene approaches. Thus, these 

approaches have better generalization attribute and 

computational competence. But, there is an issue that these 

chosen genes are regularly highly correlated [21]. As these 

chosen genes may fit in to the same signaling pathways or 

function connected to the disease. Thus, if a gene has a high 

rank, other genes which are highly correlated with it, may 

have high rank in the gene ranking approach. This redundancy 

is an added computational border, which would result in 

misclassifications. 

So, Li Jiangeng et al., [22] presented a new hybrid technique 

for choosing marker genes from gene expression data. This 

novel hybrid approach integrates gene ranking, heuristic 

clustering analysis and wrapper technique to choose marker 

genes for tumor classification.  

In this approach, Li Jiangeng et al., initially the feature filter 

algorithm selects a group of top-ranked informative genes; 

then, in order to lessen the redundancy of the informative 

genes, a group of prototype genes are taken as the 

representative of the informative genes by heuristic Kmeans 

clustering; finally, SVM-FRE approach is utilized to choose a 

set of marker genes.  

2.2  NMF-related Models for Tumor 

Clustering 

A brief survey is presented on NMF related models which 

includes K-means, Probabilistic Latent Semantic Indexing, 

nsNMF. A novel model called Posterior Probabilistic 

Clustering is also presented in this section. 

2.2.1. Nonnegative Matrix Factorization, NMF 

([23, 24]) 

In general, NMF can be written as: 

                       

s.t.                   
(1) 

         represents certain distance function or 

dissimilarity function between two matrices X and    . F 

and G are updated alternately until convergence. If the least 

square error           
    is chosen as objective function J 

to optimize, the equivalent update rules of F and G are: 

         
      

        
 

         
       
        

 

(2) 

Otherwise, if the K-L divergence 

          
   

       
                 is chosen to 

optimize, the rules of F and G are: 
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(4) 
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2.2.2 K-means 

Ding et al., [25] describes that NMF which factorizes 

symmetric matrix X, which is the similarity matrix of the 

original samples, with orthogonal constraints on the factor 

matrices F (or G) is equivalent to K-means [26]. 

2.2.3  Probabilistic Latent Semantic Indexing, 

PLSI [27] 

 PLSI is one of models that are effectively utilized for the 

purpose of information retrieval. Ding et al., [28] described 

that PLSI and NMF optimize the same objective function (K-

L divergence) with different update rules. 

If X is normalized to satisfy          the model can be 

written as: 

            
   

        
   

               (5) 

s.t.           (6) 

           

 

       
 

  

 

     (7) 

S is diagonal. The results reveal that the update rules of F and 

G in PLSI are certainly obtained from NMF simply by 

normalizing F and G in equation (3) and (4) at each iteration. 

2.2.4 Nonsmooth NMF, nsNMF ([29]) 

nsNMF optimizes          instead of       , where 

         
 

 
   , I represents the identity matrix and 

parameter   is used to control the sparseness of both F and G.  

2.2.5 Posterior Probabilistic Clustering 

Unlike PLSI, which considers the factor matrices F, S and G 

as class-conditional probabilistic matrices, i.e., F, S and G 

satisfy the condition (7), PPC ([30]) considers F, S and G as 

posterior probabilistic matrices, i.e.,               

         . In order to simply the model, only constraint 

G is added. 

Unlike [30], in Zhong-Yuan Zhang et al., [26] selected K-L 

divergence as the objective function. The model can be 

written as: 

         
     

        
   

       
   

              

s.t.        
             

(8) 

Mimic the derivative process of PLSI; the update rules of F 

and G are obtained. 
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Update rule of F is the equivalent to standard NMF: 

 

     
   

     

 
 

   
  

  
 (10) 

The results reveal the fact that this PPC model is an efficient 

one among the six models.  

For further research, the author generalized PPC to 

simultaneous feature and sample clustering. F is used as the 

posterior probability for feature clustering, and the posterior 

probability normalization is       
   .  

The simultaneous PPC (SPPC) becomes 

                   , s.t.         
   ,        

   , 

where           can be conventional least squares error or 

K-L divergence, the corresponding algorithms can be derived 

similarly to PPC. 

2.3 Feature Selection based on Evolutionary 

Algorithms 

Feature selection is often regarded as an essential preprocess 

step to examine these data, as this approach can minimize the 

dimensionality of the datasets [31]. Two models of feature 

selection are available based on whether the selection is 

integrated with a learning approach.  They are filter approach 

and wrapper approach.Wrapper approaches clearly have more 

benefits than filter approach based on conceptual perspective, 

as the features are chosen by optimizing the discriminate 

power of the ultimately used induction algorithm.  

In this work, Enrique Alba et al., [32] are focussed in gene 

selection and classification of DNA Microarray data in order 

to differentiate tumor cells from normal cells. For this task, 

the author presented two hybrid techniques that utilize 

metaheuristics and classification approaches. The first 

approach comprises of a Particle Swarm Optimization (PSO) 

[33] integrated with a SVM technique. PSO is a population 

based metaheuristic motivated by the social nature of birds. 

Particularly, a recent version called Geometric PSO [34] has 

been used in this research. The second model is based on the 

widely used GA using a specialized Size-Oriented Common 

Feature Crossover Operator (SSOCF) [35], which keeps 

constructive informative blocks and constructs offsprings 

which have the same distribution than the parents. This model 

will be also integrated with SVM in this approach. 

2.4 Machine Learning in Gene Selection 

For gene selection, there are also a number of techniques 

available in the literature for tumor classification. In general, 

gene selection is considered as a variable selection issue in 

statistics and a dimension reduction issue in machine learning. 

Efficient gene selection regularly results in a significant 

classifier with effective accuracy and interpretability [36]. 
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A number of greedy algorithms have been presented in the 

literature [37, 38]. In these approaches, gene-ranking 

techniques are widely used, which choose genes based on 

certain predetermined ranking criteria. There are two main 

kinds of ranking criteria, i.e., correlation coefficients and 

hypothesis testing statistics [39]. Two-sample t-test 

techniques consist of parametric tests [40, 41] and 

nonparametric tests [42]. A majority of the modern 

approaches are based on classical statistical approaches such 

as Bayesian variable selection [43], logistic regression [44], 

and Analysis Of Variance [45]. Moreover, certain recent 

techniques such as ICA [46] and SVM [47] have also been 

used. In recent years, neighborhood rough set based approach 

is also presented for gene selection [48, 49].  

A comparative investigation of many discrimination 

approaches based on filtered sets of genes can be observed in 

Dudoit et al., [11]. Most of these approaches choosing 

essential genes based on individual gene information therefore 

are inefficient to consider mutual information among genes. 

2.5 IVGA based Gene Selection 

Independent Variable Group Analysis (IVGA) [50, 51] is an 

approach for grouping variables that are mutually dependent 

collectively so that not dependent or only weakly dependent 

variables are placed to different sets. The main aim of 

independent variable group analysis is to division a group of 

variables into separate sets so that the statistical dependencies 

of the variables within each group are strong [52]. These 

dependencies are modeled, in which the weaker dependencies 

between variables in different sets are unnoticed. 

Chun-Hou Zheng et al., [53] presented a new method for gene 

selection based on IVGA. Additional to the feature selection 

approach presented in the literature [52], the author initially 

employed t-statistics approach to choose a segment of genes 

from the original data. Subsequently, the author chose the 

independent key genes through IVGA from the chosen genes 

for tumor classification. Ultimately, SVM is used to 

categorize tumors based on the key genes selected by IVGA. 

In order to validate the efficiency, the presented approach is 

applied to categorize three different DNA microarray data sets 

which include colon cancer data [7], acute leukemia data [39], 

and prostate cancer data [54]. The results reveal the fact that 

this approach is efficient and feasible. 

2.6 Recent Advanced Techniques in Gene 

Selection  

In cancer diagnosis and treatment, it is very essential to 

exactly recognize the location of origin of a tumor. With the 

rapid development in DNA microarray technologies, 

generating gene expression profiles for various cancer types 

has been a potential technique for cancer classification. 

Further to the study on binary classification such as normal 

versus tumor samples, which is effective in a number of 

domains, the discrimination of multiple tumor types has 

become an essential aspect. In the mean time, the selection of 

genes which are related to a particular cancer type enhances 

the efficiency of the classifiers and also offers molecular 

imminent for treatment and drug development.                    

Rui Xu et al., [55] utilized semisupervised ellipsoid ARTMAP 

(ssEAM) for multiclass cancer discrimination and PSO for 

informative gene selection. ssEAM is a neural network 

approach based on adaptive resonance theory and appropriate 

for classification purposes. ssEAM features rapid, steady, and 

finite learning and produces hyperellipsoidal clusters, 

inducing complex nonlinear decision boundaries. PSO is an 

efficient technique for global optimization. A discrete binary 

version of PSO is utilized in this approach to show whether 

genes are chosen or not. The performance of ssEAM/PSO for 

multiclass cancer diagnosis is illustrated by evaluating it on 

three publicly available multiple-class cancer data sets. 

ssEAM/PSO attains significant performance on all these data 

sets. 

Even though adopting feature reduction in standard rough set 

theory to choose informative genes is an efficient approach, 

its classification accuracy rate is generally not higher 

compared with other tumor-related gene selection and tumor 

classification techniques; for gene expression values must be 

discretized before gene reduction, which results in 

information loss in tumor classification. Thus, the 

neighborhood rough set model presented by Hu Qing-Hua is 

presented to tumor classification, which leaves out the 

discretization process, so no data loss occurs before gene 

reduction. Experiments on two popular tumor datasets 

indicates that gene selection by means of neighborhood rough 

set model clearly outperforms classic rough set theory and 

experiment results also show that majority of the chosen gene 

subset not only has higher accuracy rate but also are related to 

tumor [56]. 

Kai-Bo Duan et al., [57] proposed a new feature selection 

approach that utilizes a backward elimination process similar 

to that employed in Support Vector Machine Recursive 

Feature Elimination (SVM-RFE). Different from SVM-RFE 

approach, at each step, this approach evaluates the feature 

ranking score from a statistical analysis of weight vectors of 

multiple linear SVMs trained on subsamples of the original 

training data. This approach is validated on four gene 

expression datasets for cancer classification. The results 

reveal that this feature selection approach chooses better gene 

subsets than the original SVM-RFE and enhances the 

accuracy of classification. A Gene Ontology-based similarity 

assessment shows that the chosen subsets are functionally 

diverse, further testing this gene selection approach.  

A novel Partial Least Squares (PLS) based gene-selection 

approach which synthesizes genetic relatedness and is 

appropriate for multicategory classification is presented by 

Guoli Ji et al., [58] for the discovery of tumor specific genes 

on microarray. By means of the explanation difference of 

independent variables on dependent variable (class), the 

author formulated three indicators for global gene selection, 

which considers all the combined impacts of all the genes and 

the correlation among the genes. Integrated with the linear 

Kernel Support Vector Classifier (SVC), this approach is 

validated by MIT acute myeloid leukemia/acute 

lymphoblastic leukemia (AML/ALL) and Small Round Blue 

Cell Tumors (SRBCT) data sets. A subset of specific genes 

with small numbers and high identification are obtained. The 

results reveal that this PLS-based approach for tumor-specific 

genes selection provides significant performance. Moreover, 

this approach is observed to be very robust. This approach can 

effectively solve feature-selection problem on high-

dimensional small sample. Meanwhile, it has significant 

performance for multicategory classification. 

The main issues in tissue classification by means of DNA 

Microarray data are choosing genes appropriate for a given 

tumor and generating the optimized classifiers. Shutao Li and 

Mingkui Tan [59] proposed a novel gene selection and tissue 

classification approach based on SVM and Genetic Algorithm 

(GA). Initially, the Wilcoxon-test is utilized as a coarse gene 

selection approach to eliminate most of the irrelevant genes. 



International Journal of Computer Applications (0975 – 8887)  

Volume 57– No.2, November 2012 

5 

Then the fine selection on the source of its classification 

potential of a single gene with SVM is conducted to obtain the 

final gene subset. Ultimately, GA is employed to optimize the 

parameters of SVM to identify the best parameters with the 

gene subset. The results reveal that this approach is more 

effective when compared with the previous approaches. 

The application and combination of efficient and reliable 

approaches of computational intelligence provide a great 

potential for handling the feature selection and classification.  

Garcia et al.,[60] proposed a Differential Evolution (DE) 

technique for the effective automated gene subset selection. In 

this model, the selected subsets are validated through their 

classification rate using a SVM classifier. This technique is 

validated on DLBCL Lymphoma and Colon Tumor gene 

expression datasets. The results reveal that this DE-SVM 

model is highly reliable and significant when compared with 

other approaches. 

An integration of Integer Coded Genetic Algorithm (ICGA) 

and Particle Swarm Optimization (PSO), coupled with the 

neural-network based Extreme Learning Machine (ELM), is 

employed for gene selection and cancer classification. ICGA 

is employed with PSO-ELM to choose an optimal set of 

genes, which is then utilized to construct a classifier to 

develop an algorithm (ICGA_PSO_ELM) that can deal with 

sparse data and sample imbalance. The author evaluated the 

significance of ICGA-PSO-ELM and compared with 

conventional techniques. A study into the functions of the 

selected genes, by means of a systems biology approach, 

indicated that a number of identified genes are involved in cell 

signaling and proliferation. An examination of these gene sets 

indicates a larger representation of genes that encode secreted 

proteins than seen in randomly selected gene sets. Rising 

biological confirmation has recognized the tumor 

microenvironment as a vital aspect that find out tumor 

survival and growth. Thus, the genes discovered by this study 

that encode secreted proteins might offer important insights to 

the nature of the essential biological features in the 

microenvironment of each tumor type that assist these cells to 

thrive and proliferate [61]. 

3. PROBLEMS AND DIRECTIONS  

From the thorough analysis from the previous section, it is 

very clear that attaining genome-wide expression data from 

cancerous tissues provides an imminent into the gene 

expression variation of several kinds of tumor, which would 

intern help in the cancer classification of individual samples.  

Since the number of immune-histochemical marker 

measurements increases, it is a general aspect to know 

whether tissue microarray data (protein abundances) could 

also be used for tumor class discovery. Class discovery in this 

context comprises of two challenges: (a) Presenting 

approaching to cluster tumors based on tissue microarray data 

and (b) Finding out whether reputed classes (clusters) build by 

such approaches are biologically and clinically significant. 

Diagnostic pathology has conventionally depended on macro 

and microscopic histology and tumor morphology as the basis 

for classifying tumors. Existing classification techniques do 

not significantly discriminate among tumors with similar 

histopathologic features that vary in clinical course [63,64]. 

There are various challenges which are to be given prime 

importance in gene selection and tumor classification. One of 

the vital challenges of microarray investigations is to obtain 

biological insights from the extraordinary quantities of data on 

gene expression patterns. Partitioning genes into closely 

associated sets has become an element of practically all 

analyses of microarray data [15, 62]. The other most 

important challenge is the irresistible number of genes 

compared to the smaller number of available training samples. 

In machine learning techniques, these data sets have high 

dimension and small sample size [15]. Moreover, most of 

these genes are irrelevant to the distinction of samples. These 

irrelevant genes greatly affect the performance of the 

classifier. The other vital issue is that, DNA array data 

consists of technical and biological noise. Therefore, it is 

essential to recognize a subset of informative genes from a 

large data that will give greater performance. 

Several new and advanced clustering techniques have to be 

used in tumor clustering for obtaining the best results. 

Advanced clustering techniques such as Nonnegative Matrix 

Factorization (NMF) [65], Penalized Matrix Decomposition 

(PMD) [66], Normalized Expectation-Maximization (EM) 

algorithm [67] can be used in tumor clustering and gene 

selection for improving the results.  

4. CONCLUSION 

Cancer has become one of the dangerous diseases in the 

recent scenario. As the number of cancer victims has been 

increasing day by day, there have increasing attention in the 

area of gene selection and tumor classification. A number of 

approaches have been developed by various researches for 

gene selection with tumor classification. This paper has 

provides various existing techniques available in the literature. 

The characteristic features, advantages and drawbacks of the 

existing gene selection approaches are also examined. The 

future directions for the better performance of the gene 

selection and tumor classificaiton approaches are also clearly 

discussed. This paper would provide an efficient platform for 

the researchers doing research in the field of medical sciences.  
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