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ABSTRACT 

Fractal Compression is a new technique in the field of color 

and video compression. This technique has grabbed much 

attention in recent years because of very high compression 

ratio that can be achieved.  It also provides interesting 

interpolation features to zoom the images. Hybrid schemes 

incorporating fractal compression and speedup techniques 

have achieved better compression ratio compared to pure 

fractal compression. Fractal Transform compresses color 

images and videos better than gray scale images because the 

color planes are highly correlated to each other and video 

sequences are temporally correlated. This review represents a 

survey of the most significant advances in the field of fractal 

grayscale/color image and video compression. In this paper, 

we review various types of approaches for fractal based 

compression scheme and some of the latest techniques to 

improve the encoding time as well as decoded image/video 

quality.  
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Keywords 
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1. INTRODUCTION 
With the ever increasing demand for images (gray or color), 

video sequences, computer animations and multimedia 

technology, data compression remains a critical issue 

regarding the cost of storage space and large channel 

bandwidth (transmission times).  While JPEG currently 

provides the industry standard for still image compression 

there is ongoing research in alternative methods. Barnsley [1] 

introduced an attractive encoding method of image 

compression referred to as fractal image compression which is 

based on Iterated Function System (IFS). Fractal image 

compression exploits natural affine redundancy present in 

typical images to achieve high compression ratio in a lossy 

compression format. An image is modeled as a set of fractals 

and is encoded using the feature of self-similarity.  Fractal 

image compression gives some desirable properties like 

resolution independence, fast decoding, and high compression 

ratio, but it has very high encoding time. 

The basis for fractal transform is the collage theorem [2]. The 

collage theorem defines that for an input image S, a new set 

(attractor) W(S) is described by the union of n number of sub-

images, each of which is formed by applying a contractive 

affine transformation wi on S is as per (1).  

)()(
1

SwSW i

n

i



    (1) 

This contractive transform ensures that, the distance between 

any two points on transformed image will be less then the 

distance of same points on the original image [1]. Therefore, 

when a given digital image is modeled as a set, it may be 

partitioned into sub-images (called as Range blocks), each of 

which can also be treated as an attractor with its own set of 

contractive transformations that comprise a local iterated 

function system. The advantage of partitioning an image in 

this manner is that the smaller range blocks are less complex 

and can thus be described by simpler local IFS. The union of 

these simplified local IFS codes forms the original image’s 

Partitioned Iterated Function System (PIFS) [2]. 

With the development of multimedia technology, color image 

processing has become more important. A true color image is 

represented by 24 bits per pixel in a RGB color space with 

each component occupying 8 bits. But many different color 

image representations techniques are used in practice [3]. 

Generally each of red, green or blue color components is 

compressed separately using gray-level fractal image coding 

algorithm by treating it as a single gray-scale image. 

Similarly video sequences are compressed by removing 

spatial redundancy and temporal redundancy using intra frame 

coding and inter frame coding respectively. Block matching 

motion estimation is a vital process for many motion 

compensated video coding standards. Generally video codec 

contain different types of frame data; intra-frames and 

predicted frames.  An intra frame is a full image compressed 

in some manner and can generally be reconstructed 

independently of other frames. A predicted frame contains 

information regarding only the differences between the 

previous frame and the current frame; construction of the 

complete frame requires the previous frame to be available, 

which itself may be constructed from predicted frames. 

The rest of the paper is organized as follows. In section 2, 

discuss the basic fractal image compression scheme and its 

classification. Then in section 3 describe different approaches 

of gray scale image compression. Different ways of color 

image and video sequence compression are explained in 

section 4 and 5 respectively. Finally conclusion is made in 

section 6. 

2. FRACTAL IMAGE COMPRESSION 

BASIC SCHEME  
General fractal image block encoder is as shown in Figure 1. 

The image is partitioned into non-overlapping of blocks, 

denoted as a range blocks. The goal for the encoding is to 

determine, for each range block, a best matching block, 

denoted as domain block, under an affine mapping. The 

domain block should be larger in size than the range block to 

which it maps in order to fulfill contractivity property.    

In the encoding phase of fractal image compression, the image 

of size N x N is first partitioned into non-overlapping range 
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blocks Ri, {i = 1, 2,…..p) of a predefined size B x B. Then 

search for a matched block is conducted in the image by 

partitioning the image into overlapping domain blocks Dj, (j = 

1, 2, ….q) of size 2B x 2B. The number of range block is p = 

(N/B)2, while the number of domain block is q = (N-2B+1)2. 

The range-domain matching process initially shrink the 

domain block down to the size of a range block by pixel 

averaging and a each domain block is applied with eight basic 

square block symmetry operations by rotating 90 degrees 

clockwise the original and the mirror domain block [4]. To 

obtain the best match for each range block the entire domain 

pool must be searched for best affine transformation Wi 

which minimizes the distance between Ri and Wi(Dj) using 

(2).  
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With pixel coordinates (x, y) and gray level z. the parameters 

(ai, bi, ci, di) represents simple geometric transformation and 

(ei, fi) are the spatial transformation and (s, o) represents gray 

scale intensity transformation.   

The Root Mean Square RMS {E(Ri,Dj)} metric is used to 

measure the distance as per (3), for a range block with n 

pixels, each with intensity ri and a decimated domain block 

with n pixels, each with intensity di the objective is to 

minimize the error. 
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The coefficient s represents a contrast factor, with |s| < 1.0 to 

make sure that the transformation is contractive in the 

luminance dimension, while the coefficient o represents 

brightness offset. The parameters that need to be placed in the 

encoded bit stream are s, o, index of the best matching 

domain, and symmetry index. For sequentially coded range 

block the biggest drawback is exhaustive searching to locate 

matched domain block which increases encoding time.  

 
DC.1 - Block of size N x N with values ones 

Fig 1: General fractal image block encoder 

Several methods have been proposed to overcome this 

problem. In this review paper various new approaches are 

describe to minimize the encoding time and different ways to 

compress color image as well as video sequence using fractal 

based coding. Figure 2 shows the classification of fractal 

based image and video compression approaches.  

 

Fig 2: Classification of fractal based compression 

approaches 

3. GRAY SCALE IMAGE 

COMPRESSION  
Using fractal transform, higher image compression ratio can 

be achieved than the JPEG scheme but the encoding time also 

increases. The focus of major research in fractal image 

compression is on improving the speed of compression while 

keeping the quality of decompressed image comparable to the 

existing schemes. Here it described a review of new 

techniques of fractal image compression to improve the speed 

of compression as well as the quality of an encoded image. 

These techniques are classified as shown in Figure 2 and are 

described as follows. 

3.1 Block Partition Based Methods  
In any Fractal compression system the first decision is to 

choose the type of image partition for the range blocks 

formation. A wide variety of partitions have been 

investigated. Fixed size square blocks are the simplest 

possible partition [2]. The Quad tree approach [5] divides  a  

square  image  into  four  equal  sized  square  blocks,  and  

tests  each  block  to  see  some criterion of homogeneity. If a 

block does not meet the criterion then it is further divided into 

four sub-blocks. Other partitioning schemes are HV partition 

that divides the image [6] into two parts horizontally and 

vertically based on the image texture, Polygonal block 

partitions of different shapes [7], Irregular partition [8], 

Delaunay triangulation [7] which is constructed using seed 

points and is adapted to the image by adding extra seed points 

in regions of high image variance, Isosceles triangle partition 

[9], and Hexagonal representation of pixel (Pseudo Spiral 

Architecture) [10].  A Quad-tree partition provides best rate 

distortion in a comparison with polygonal, HV partition. 

Irregular partition performs better than fixed squared block 

and quad-tree partition but some sort of interpolation is 

required because there is no simple pixel-to-pixel 

correspondence between domain and range blocks.   

A new approach to speed up the encoding time based on 

character track while searching for the appropriate domain 

block using HV partition is proposed and results are compared 

with the quad-tree partition approach [6]. Three character 

standards are defined, based on the distributing of brightness, 

the gray difference and the gray ratio of range block.   
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Satellite images are highly complex in nature, these images 

are compressed using quad-tree partitioning [11], with 

minimum threshold and Huffman coding [12]. Urban images 

achieved high compression and better PSNR than rural images 

because urban images contain more fractal nature than the 

rural satellite images. 

Ali [13] proposed a non-overlapping domain blocks with 

quad-tree partition with only 4 values of contrast scaling. 

Quad-tree Recomposition (QR) [14], using circular linear 

array of processors is employed and utilized in a parallel 

pipelined fashion [15, 16]. In QR base methods, sub-blocks 

from lowest level of an image are iteratively recombined into 

larger blocks for fractal coding, at upper level no need to 

perform all calculation for MSE; initially blocks can be 

classified as gray-shade or edge blocks. For complex image 

this method is better than quad-tree decomposition. 

Combination of quad-tree decomposition (QD) and QR [17] is 

introduced, in first phase QD for gray shade blocks and in 

second phase QR for edge blocks are performed.  

3.2 Block Classification Based Methods  
The most common approach for reducing the computational 

complexity is the classification scheme. In this scheme range 

and domain blocks are grouped in classes according to their 

common features. 

In Entropy based with two domain pools (AP2D-ENT) 

approach [18], the domain blocks are classified into two 

pools, one contains odd position and other contains even 

position domain blocks.  Initially search is done in the even 

domain pool if the absolute entropy difference between range 

and domain is less then predefined threshold. Otherwise the   

search for the best matched domain block is done in odd 

domain pool. Quality of image decreases slightly but speed up 

factor increases to 8 with respect to full search. 

Graph-based image segmentation approach [19] is used to 

separate an input image into many different logic areas 

according to image content and to construct search space for 

each logic area. Each logic area is encoded using adaptive 

threshold quad-tree approach for fast image compression.  

DCT of block in one direction (horizontal/vertical) [20] is 

used for feature extraction and blocks are classified into 4 

types of edges. The structure similarity (SSIM) index is used 

instead of MSE to reduce computation complexity. It encodes 

15 times faster than full search. 

New classification method based on approximation error is 

proposed to defer range/domain comparisons [21]. In coding 

process all domains are compared with preset block (mean of 

range blocks), and approximation error is computed and 

stored in a KD-tree. The binary tree data structure is used for 

feature vector management. 

Regional search is proposed [22] for compression as well as 

decompression. The searching of domain block is carried out 

in the limited search region instead of whole image. Partition 

the image into sufficiently large non-overlapping search 

region. Based on average pixel value of blocks, range/domain 

blocks are classified into K number of classes [23] and 

heuristic search strategy is used.  

Domain pool reduction adaptive partitioning [24] is proposed 

using diamond domains to reduce the number of range 

partitions and block classifications. Domain blocks are 

classified and domain pools are also reduced according to 

their means and variances [25]. Jayamohan used Fractal 

Dimension (FD) [26] to classify the domain blocks and height 

balanced binary search trees is used for storing domain 

information ordered in terms of the FD. The domain pool is 

prepared dynamically by comparing the fractal dimension of 

range block with that of the domains. Box counting or 

differential box counting [27] methods are used to calculate 

FD. William used a feature vectors as HOG descriptor [28] 

and a clustering algorithm is applied to classify the domain 

blocks in k clusters. 

3.3 Transform Based Methods  
Lossless acceleration method is based on codebook coherence 

using FFT based cross correlation with irregular image 

partition [8] and FFT base fast convolution with quad-tree 

partition [29] by down sampling image and range block with 

padding zeros. They are used to reduce the time complexity of 

fractal image encoding and particularly well suited for lossless 

compression. The most traditional (lossy) acceleration 

schemes lose a large part of their efficiency. Time reduction is 

achieved without sacrificing image quality. 

FFT based block matching [30] technique using Hadamard 

product is also used. Each decimated blocks are represented as 

a vector using suitable scanning and the transformation of 

each decimated domain block by inverse scanning all possible 

circular shift of the corresponding vector. High speed up 

factor can be achieved with reduction in PSNR by about 1.5-

2.5dB. Troung introduced Hadamard Transform [31] and 

Discrete Cosine Transform (DCT)-inner product [32] methods 

to reduce the complexity for MSE computation. All of the 

redundant computations are eliminated in parallel 

implementation of 8 orientations for MSE computation by 

proper arrangement of coefficients. These methods are about 

six times faster than that of baseline method with almost 

similar image quality. Optimized domain block searching in 

frequency domain like Fast DCT coefficient-based metric 

operation [33] is proposed by converting fixed size square 

block into 1D array to calculate DCT. In another paper [34] 

active 8 DCT coefficients are selected instead of always low 

band data. A hybrid fractal/DCT a technique is proposed by 

Curtis [35] in which pruned DCT is employed whenever the 

quality of the decoding block is good else fractal image 

compression technique is used. 

Haar wavelet sub-tree quantization scheme [36] is introduced 

for analyzing fractal block coder. Haar wavelet transform 

coefficients are used [37] to find mapping similar regions 

within an image. Pure-Fractal and Wavelet-Fractal 

compression techniques [38] are applied to cDNA micro array 

images which exhibit high degree self-similarity. 

3.4 Feature Extraction Based methods 
In adaptive pixel value difference scheme [39], domain and 

range block comparison for best match is preformed only if 

the range block pixel value difference is less than the scaled 

domain block pixel value difference. The adaptive scaling 

parameter β (varying between 1.0 and 2.0) for domain block is 

used at each quad-tree partition depth. In addition to this 

scheme if the normal variance of domain block [40] is greater 

than that of range block then best matching process is 

performed with fixed size block. Both the schemes reduce the 

encoding time while maintaining good quality of decoded 

image. Another paper suggested an entropy difference of 

range and domain block [41] instead of pixel value difference 

with the same adaptive threshold approach for medical / 

satellite images. To reduce the computation complexity of 

fractal encoding and adaptive search algorithm [42] is 

proposed. For each range block check is done to verify 

whether domain block meet the adaptive search condition (4) 
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for a given value of tolerance θ along with optimal bit 

allocation scheme for the simultaneous quantization of the 

scaling and affine parameters. 

)(.)()( RstdDstdRstd   (4) 

Normalized one-norm [43] and extreme difference feature of 

normalized block with standard deviation [44] are also used to 

sort the domain blocks in an ascending order respectively. If 

the respective difference between range and domain is 

minimum and error E (Ri,Dj) ≥ Dmin then domains Dj to D1 

are kicked-out from the domain pool. It increases the 

compression rate with speedup factor of more than 4 with 

same decoded image quality. 

In certain approach [45], predefined values for contrast 

scaling factor instead of searching for these values and 

domain blocks with entropies greater than threshold are 

considered. The optimum value of‘s’ depends on the size and 

entropy of range block. Another approach is used to reduce 

encoding time, by removing the domain blocks with high 

entropy [46] form the domain pools as many of these domains 

are never used in a fractal coding.      

In non-iterative scheme [47], mean and variance of each range 

block is calculated and form each mean value generate 

domain image. If variance is smaller than threshold then block 

is coded by block mean otherwise it uses affine 

transformation with the same size of range and domain block 

thus avoiding contractive procedure.  

The number and the positions of the local extreme points in 

row direction within an image block are also good 

classification features and the three layers tree classifier based 

on these features can be utilized [48]. 

Quasi-lossless image compression [49] method separates 

minimum sized domain blocks based on maximum variance 

and marked them as a feature rich blocks. These blocks are 

compressed by using any lossless compression techniques and 

the remaining blocks are compressed by using fractal coding 

technique. This method is modified by using self organizing 

neural network based machine learning [50] to improve 

encoding speed. 

3.5 Nearest Neighbor Search Methods 
Fractal image compression is equivalent to multi-dimensional 

nearest neighbor search [51]. It operates in logarithmic time as 

compared to the conventional linear search method and it can 

easily integrate into existing implementations of classification 

method to accelerate the speed. 

Novel prediction and sub block based algorithm [52] is 

proposed in which variable size range block tries to find the 

best matched domain block within generated search window, 

which is based on mean value of motion vector of relevant 4 

neighboring domain blocks. Otherwise the range block is 

again decomposed into four quadrants based on recursive 

quad-tree decomposition principle.  

Interblock correlation search [53] technique uses four domain 

blocks of the neighboring range blocks as good candidates of 

the input range block because of high correlation between 

them. Otherwise, local variance based fast fractal coding 

method is performed to find best match domain block. 

Correlation information feature [54] describes the type of 

block it self and reflected similarity between the blocks and its 

corresponding template. Blocks are classified into two classes 

according to orientation features and sorted in a descending 

order within each class. For every range block the nearest 

neighbor domain block is obtained and achieves better 

reconstructed image quality. 

3.6 Other Methods 
A local search operator for Quantum Evolutionary Algorithm 

(QEA) [55] is proposed. After the convergence of population, 

a simulated annealing algorithm is performed on possible 

solution until algorithm escapes from local optima. Particle 

Swarm Optimization technique [56] is also used for searching 

matched domain blocks. The range and domain pools for 

above method are classified into three types of regions 

according to third level of discrete wavelet coefficients.   

Another approach is to reconstruct the original image using 

hard threshold [57] and then partition into non-overlapping 

range and domain blocks with smaller and larger size 

respectively. 

New searchless iterative function system [58, 59] encodes the 

range blocks based on fixed location of domain blocks. 

Fractal code does not contain the coordinates of the domain 

range matched pairs. Therefore, the size of range block can be 

2 X 2 pixels. It is more efficient and suitable for hardware 

FPGA implementation because does not require iterative 

operations. VLSI parallel architecture (systolic structure) 

using local data communication [60] for flexible size fractal 

image coding based on quad-tree partitioning is proposed.    

Combination of multi-scale analysis and neural networks [61] 

is used to reduce the coding complexity using GSOFM 

network to classify the image blocks into different types.  

The kick-out and zero contrast conditions [62] are used to 

reduce encoding time. The single kick-out condition eliminate 

unmatched domain blocks and if the absolute value of ‘s’ is 

less than threshold then value of s is set to 0. These two 

conditions increase the speed up factor up to 25% of baseline 

search. 

4. COLOR IMAGE COMPRESSION 
Color image compression has much larger encoding time than 

the gray scale image due to existence of three planes in color 

image. The three RGB color planes are   highly correlated to 

each other. This feature is exploited to further reduce the 

encoding time by representing RGB planes into useful 

formats.   

4.1 Separated RGB Planes 
One of the basic methods is [63] to split RGB into 3 

components and compress them separately by treating each 

color component as a single gray scale image. Extensive 

experiments are carried out with different size of domain and 

range blocks [64] on color space images. Recurrent Iterated 

Function Systems (RIFS) [65] encodes a set of image planes 

at the same time, in which not only the intra-mapping defined 

between blocks of the same image plane but also the inter 

mapping between blocks of different image planes is 

performed with contraction constraint. The multispectral 

images such as RGB color images have both the inter 

similarity and the intra-similarity property. 

4.2 Highly Correlated Image Plane 
One color plane which shows maximum correlation with other 

two planes is called as a reference frame. The reference frame 

is encoded first using quad tree partition scheme [66] and for 

the remaining two planes, range blocks are approximated by 

domain blocks matched for the range block at same spatial 

location in reference plane with possibly different scaling 
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factor. Only slight modifications of the fractal code for one 

color plane are necessary in order to describe the other planes 

with sufficient accuracy [67]. Hybrid algorithm using fractal 

and Vector Quantization [68] which utilizes highly correlated 

plane encoded in wavelet domain is also possible.  

4.3 Trichromatic Coefficient Pixel Plane 
The proposed approach first determines the pixel’s 

trichromatic coefficients within the homogeneous blocks 

formed using quad-tree partitioning. For each block variance 

of pixel trichromatic coefficients must be within threshold 

value. Then, each block is represented by mean value of the 

pixel’s trichromatic coefficient ratios and a one-plane image is 

composed and compressed by fixed size square block fractal 

coding [69]. Pseudo Spiral Architecture [70, 71] using 

optimized domain blocks [72] with average minimum 

distance to minimize encoding time, Isosceles triangle 

segmentation [9] to improve coding efficiency are some of the 

other methods of trichromatic coefficients pixel plane based 

color image compression. 

4.4 Representation in Other Color Space 
RGB components are transformed to YUV components in 

some compression methods. The UV components are down 

sampled and then each component of YUV is coded 

individually. Moment features [73, 74] and DCT [75] are used 

to determine the block descriptor, which in turn is utilized to 

classify the image blocks. Adaptive zero-mean method [76] is 

proposed in which average of the range block is used instead 

of traditional offset parameter. By adding symmetry predictor 

in previous method using first order centralized moments [77] 

it is possible to reduce the number of isometric trails from 8 to 

one trail approach is proposed. RGB image is transformed to 

YIQ color space and then I&Q band are down sampled [78], 

the domain blocks which are having high entropies and/or 

high distance ratio of domain/range blocks are removed and 

then the encoding algorithm is applied. Daniele proposed a 

L*a*b* color space to represent color image and signature 

features of range and domain blocks are compared by means 

of [79] Earth Mover’s Distance (EMD) measure to identify 

similarities within color images. 

Hybrid fractal/DCT combination [80] is applied on both RGB 

and YCbCr color space by partitioning the image into 8 X 8 

block size and low band DCT quantized block is obtained. 

The fractal coding is used to compress the image with same 

size of range and domain blocks.   

5. VIDEO SEQUENCE COMPRESSION 
Moving image sequence exhibits a high temporal correlation; 

the domain range mapping becomes more effective if the size 

of domain block is same as that of range block. It can be 

interpreted as a kind of motion compensation. As far as video 

compression is concerned, there are two basic fractal 

compression methods being used most frequently.  One is 

known as the frame-based compression [81] and the other is 

known as cube-based compression [82]. Advantages and 

disadvantages of each method including bit rate versus 

image/video quality are discussed in [83] based on the 

similarities in the implementations. 

5.1 Frame Based Compression 
In frame-based compression, the compression code is 

computed and stored for every frame, in which intra frame or 

inter frame self-similarity may be used. First  frame in the 

sequence and  the  difference  between the  predicted and the  

actual new  frame are  fractal-coded [84] using  block wise  

contractive affine  transformations. For inter frame predictive 

coding second order geometric transformations for motion 

compensation is used. Fractal  codes  are  computed  for  each 

frame  by  comparing  domain  blocks  from  previous frame 

with range blocks of current frame and the result are tested for 

different size of range blocks [85] using fixed block 

partitioning scheme. 

Wavelet Transform based fractal video coding [86] scheme 

achieves compression through pyramid wavelet transform. 

Each video frame is decomposed into multiresolution sub 

bands and then organized into a set of wavelet sub trees to 

represent motion activities.  These wavelet sub trees are 

classified into motion and non-motion sub tress.  The coding 

of non-motion sub trees is straight forward and simple, while 

the motion sub tresses are adaptively separated and then 

encoded using variable tree size fractal coding.  The domain 

sub trees are extracted from previous reconstructed frame not 

from current frame itself; only one step fractal decoding is 

enough to obtain the approximation of original frame. 

A novel approach, based on the circular prediction mapping 

(CPM) and the noncontractive interframe mapping (NCIM) 

[81] is proposed, CPM should be contractive for the decoding 

process to converge, while the NCIM need not be contractive. 

In CPM, four frames are encoded as a coding group, and each 

frame is predicted block wise from the four-circularly 

previous frames, and the following frames are sequentially 

encoded with NCIM’s by employing the previously 

reconstructed frame. 

Fast Block-matching Motion Estimation called cross-hexagon 

search algorithm (NHEXS) is also frame based compression 

[87, 88] to improve the encoding speed and the compression 

quality. New object-based monocular and stereo video 

compression scheme is proposed [89], which employs the 

object-based CPM/NCIM fractal coding and quad tree-based 

disparity estimation/compensation scheme. Using an object 

based concept, Zhu proposed a region-based fractal coding 

scheme with fixed size partition [90] alternative to the block 

based approach, the regions or objects can be defined by a 

previously computed segmentation map and are encoded 

independently of each other. In this scheme output video 

quality is slightly (1-2dB) degraded as compared to block 

based approach. 

5.2 Cube Based Compression 
In the cube-based compression, a sequence of images is 

divided into groups of frames (GOF), each of which in turn is 

partitioned into non-overlapped cubes. The compression code 

is computed and stored for every cube. Matching search 

procedure for each of the range cubes requires more 

computational complexity. Wang [91] proposed a parallel 

matching search procedure using partition into small tasks and 

implements it in two distributed computing environments, one 

using DCOM (Distributed Component Object Model) and the 

other using .NET Remoting technology, based on a local area 

network. 

Fast low bit rate 3D searchless fractal video encoding [92] 

using cube based technique with large sized only one domain 

cube initially. The cube volume is subdivided until a target 

threshold is reached. 

Three dimensional fractal video coding with spatial and 

temporal contraction [82] scheme introduces Fractal 

Transform Coding (FTC) which is a unification of fractal and 

transform coding. No motion compensation is used. FTC is 

used to exploit intra and inter cube redundancies of an image 

cube. 
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Hybrid fractal video coding [93] exploits the redundancy 

present in different scales. The neighborhood vector 

quantization, as a generalization of translational motion 

compensation, is used for removing both intra and inter-frame 

coherences. Hybrid compression methods are also explored by 

combining cube-based and the frame-based compression 

techniques using fixed-size partition [94], and an adaptive 

partition to achieve high compression ratio [95]. 

6. CONCLUSION 
Fractal image compression is based on affine contractive 

transforms and utilizes the existence of self-symmetry in the 

image. In this paper, many key ideas and approaches are 

discussed which are available in the literature for fractal based 

compression over the past decade or more. Though fractal 

technique has a lot of attractive features but the large 

encoding time is still drawback of this technique. In most of 

the methods encoding time is decreased using either 

classification of domain blocks with useful features or by 

various ways of partitioning image, but output quality of 

decoded image decreases slightly. The compression of color 

images are based on correlation of RGB components. The 

color RGB plane is converted into YUV, YIQ, YCbCr 

formats or into single planes and compression is achieved in 

new formats. Video sequences are highly temporally 

correlated and it is compressed by using either cube based or 

frame based methods to further increase the compression 

ratio.   
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