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ABSTRACT 

Medical imaging is placing a major role in diagnosing the 

diseases and in image guided surgery. There are various 

imaging modalities for different applications giving the 

anatomical and physiological conditions of the patient. All 

these modalities will introduce some amount of noise and 

artifacts during medical image acquisition. If the noise and 

artifacts are not minimised diagnosis will become difficult. 

One of the non-invasive modality is ultrasound where no 

question of radiation but suffers from speckle noise produced 

by the small particles in the tissues who’s size is less than the 

wavelength of the ultrasound. The presence of the speckle 

noise will cause the low contrast images where low contrast 

lesions and tumors can’t be detected in the diagnostic phase. 

So there is a strong need in developing the despeckling 

techniques to improve the quality of ultrasound images.Many 

image denoising techniques based on spatial filtering, total 

variational filtering, bilateral filtering and multiresolution 

filtering etc. In most of the filtering techniques the objective is 

removing the noise while preserving the edges in the image. 

Still research is going on in the improvement of denoising 

procedures without losing the diagnostic details. Here in this 

paper we are proposing a method which will combine the 

bilateral filtering and multiresolution approach (Discrete 

Wavelet Transform) to remove the noise from ultrasound 

medical images. The advantage of this method is it removes 

the noise in the approximation subband or low frequency 

subband in the wavelet decomposition. The performance of 

the filtering was evaluated using several image quality metrics 

and the results showed that the proposed hybrid filter is 

outperforming the methods based on wavelet transforms and 

spatial filtering. 

General Terms 

Multifocus Image Fusion, Multi Resolution Analysis 

Keywords 

Image Fusion, Discrete Wavelet Transform, Image Gradient. 

1. INTRODUCTION 

Medical imaging developments in the last few decades 

becoming helpful in diagnosis by observing the anatomical 

structures without opening the human body and treatment of 

complicated diseases such as carotid artery stenosis where a 

plaque is going to build up in the arteries causing the brain 

stroke through blocking of blood flow from heart to brain, 

brain tumor localisation and size of the tumor, early detection 

of arthritis etc. There are many imaging modalities developed 

such as X-ray’s, Computed Tomography, Ultrasound, Nuclear 

medicine (Positron Emitted Tomography (PET) , Single 

positron Emitted Computed Tomography SPECT), and 

Magnetic Resonance imaging etc. for various applications. 

Hybrid modalities such as PET/CT, PET/MRI etc are useful to 

study the dynamical behaviour of human tissues along with 

their anatomical structures [19]. 

These medical images are different from natural photographic 

images where the images are acquired by capturing the 

reflected light from the object. Here in medical imaging 

processes images are acquired for clinical procedures reflect 

complex physical and physiological phenomena of many 

different types. While forming the images every modality 

introduce certain amount of noise and artifacts which will 

complicate the diagnostic process by blurring the details and 

hiding the tumors etc. So the need for denoising is very 

important step before submitting the medical images for 

diagnostic phase. In this paper we are concentrating on 

presence of noise in ultrasound medical images and its 

denoising procedures developed using spatial filtering and 

multiscale transforms such as discrete wavelet transform [21], 

Undecimated wavelet transform [25], Dual tree complex 

wavelet transforms [29] and Double density dual tree complex 

wavelet transforms [32].  

The noise may be additive or multiplicative depending on the 

modality used for medical image acquisition. The noise due to 

electronic components in the acquisition hardware will be 

modeled with Gaussian noise which independent of data, the 

data dependent noise such as quantum noise in X-ray imaging 

is modeled with poisson distribution, the speckle noise in 

ultrasound imaging is modeled with Rayleigh distribution and 

the noise in MRI is modeled with Rician distribution. Here in 

this paper we are attempting to denoise the images corrupted 

with speckle noise.  

The speckle noise reduces the contrast resolution of the 

acquired image by ultrasound imaging modality. Because of 

this the detection of low contrast lesions and tumors will 

become difficult in diagnostic phase. The destructive 

interference of sound waves scattered from various sites will 

produce the speckle pattern in the images [1]. The speckle 

pattern in the image visible as light and dark spots. Under the 

same conditions if a fixed object is scanned twice the speckle 

pattern produced in both the scans is identical. However if the 

scanning conditions such as different transducer aperture, 

transducer angulation or pulse length were changed the 

speckle pattern will also change [2]. Speckle noise is 

produced by scattering phenomena. Scattering is a process 

where sound waves are forced to deviate from its path by one 

or more localised non-uniformities in the tissue through which 

they pass. These non-uniformities are called as scatterers or 

scattering centers. In a tissue the scattering centers arises due 

to inhomogeneity or small structures whose size is less than 

the wavelength of the ultrasound [1]. Tissue parenchyma is an 
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example where there is a change in acoustic impedance over a 

microscopic level within the tissue.  

The scattering or speckling is caused by the tissue particles 

which are smaller than the wavelength of the ultrasound such 

as blood cells and particles that are having different acoustic 

impedance which are close to one another.The mathematical 

modeling of degradation and restoration process is given as   
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Where ( , )g x y   is the noisy and blurred observation, H  is 

the blurring kernel and ( , )f x y  is the signal we are 

recovering. In the case of denoising problem the blurring 

kernel will be dropped and the degradation model will be 

given as 
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In the case of multiplicative noise the model is given as 

      , , ,g x y f x y x y   (3) 

Since the evolution of digital imaging many techniques were 

developed to remove the noise from the noisy images. Earlier 

the techniques were based on point processing i.e modifying 

the pixel intensity using some linear transformation which is 

not adaptive to the noise content in the image and all the 

pixels were processed by the same filtering rule. Due to this 

the filter cannot differentiate the smooth areas and edges in 

the image and will smooth the entire image. Because of this 

the edges are going to be blurred or will lose contrast so the 

resulting image is not an optimal solution for performing 

diagnostic examinations [5]. 

 Later the neighborhood processing became popular by 

considering the neighboring pixel intensities while modifying 

the pixels intensity. In this paper we are trying to adapt the 

principles of these filters for the removal of speckle from the 

ultrasound medical images. One of the major directions in 

image denoising is modeling the image using partial 

differential equations and adopting the principles of diffusion 

from thermodynamics into the image denoising procedure. 

The famous algorithms in this category is diffusion filtering, 

anisotropic diffusion filtering etc [6-10].  

Another major direction which we are using in this paper is 

multiscale transforms. These transforms decomposes the 

noisy images into various scales and subbands and each scale 

and subband coefficients are processed to remove the noise 

from these subbands and finally the approximated image to 

the original image is reconstructed. The major advantage of 

these transforms is energy compaction and localisation of 

singularities such as points, lines and edges etc.  

In our paper the second section will discuss the 

implementation of six spatial filters for the speckle noise 

removal. In the third section discrete wavelet transform 

(DWT), Undecimated Wavelet Transform (UDWT), section 

fourth section dual tree complex wavelet transform 

(DTCDWT) and double density dual tree complex wavelet 

transform are discussed. The fifth section will present the 

various Image quality assessment metrics are presented. The 

sixth section will present the performance of various filters in 

denoising the speckle noise from ultrasound medical imaging 

and the seventh section concludes the paper.   

2. BILATERAL FILTERING 

In spatial filtering of images the filtering process is carried out 

by running the neighborhood masks (filter, template, and 

kernel) on the image from left to right and top to bottom. The 

center coefficient of the filter is placed on the pixel to be 

modified and all the four neighbors or eight neighbors are 

taken into consideration while performing the filtering 

operation.  The best example is performing the Gaussian 

filtering on the image whose weights are decreasing with the 

distance from the center pixel. The Gaussian filtering will 

remove the noise but fails to preserve the edges. Many 

techniques were introduced in the literature to denoise the 

images while preserving the edge features.  Here we are 

proposing the bilateral filtering with the multiresolution 

transform.  

The meaning of bilateral is affecting or undertaken by two 

sides equally. Here in the bilateral filtering the main idea is 

perform the filtering both in the domain and the range of the 

image. That is smooth as usual in the domain of the image and 

do not smooth when pixels are not similar (Possibility of 

edge). The filter performs strong smoothing when similar 

pixels are present otherwise no smoothing is performed. This 

similarity among pixels are identified by the similarity 

function 

Based on intensity values of pixels two pixels are considered 

similar if they have the same value. The filtering process is 

explained with the following mathematical equations. Let s  

is the central pixel in the neighborhood   of size 5 x 5 or      

7 x 7 whose value is going to be modified by the filter and p  

be the . pI
and sI

are the intensity values of p and s  
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( )f p s is the closeness function measures geometric 

distance between 
p

and s . ( )g p s is the photometric 

similarity function measures photometric similarity between 

p
I

and s
I

. Combined domain and range filtering will be 

denoted as bilateral filtering. It replaces the pixel value at 
p

with an average of similar and nearby pixel values. In smooth 

regions, pixel values in a small neighborhood are similar to 

each other, and the bilateral filter acts essentially as a standard 

domain filter, averaging away the small, weakly correlated 

differences between pixel values caused by noise. The 

closeness and similarity functions are given below  

Domain weighting 
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3. DENOISING USING DWT 

In this section we want to use the multiscale transforms for 

the image denoising because they are very much useful to 

isolate the discontinuities present in the image and to handle 

the nonstationary signals or time varying signals. The spatial 

domain filtering discussed above is succeeded to some extent 

by introducing the adaptivity in the filtering scheme through 

first order and higher order statistics at the cost of 

computational cost and leaving few artifacts such as ringings 

and smoothing the edges. In some filters the computational 

cost is too high so that they are not optimal for real time 

filtering. To overcome these limitations lot of research was 

taken place in the last two decades. 

The multiscale transforms such as gaussian and laplacian 

pyramids,steerable pyramids and wavelets are performing 

well in many image processing tasks by decomposing the 

images into multiple scales and using the benefit of sparsity 

and energy compaction of the above transforms that is 

representing the most of the information in very few 

coefficients. In this paper we are denoising the images using 

wavelet transform, undecimated wavelet transform, dual tree 

complex wavelet transform and double density dual tree 

complex wavelet transform and compared the denoising 

performance with various quality metrics along with 

observing the effect of denoising on texture of the medical 

images which is a very important factor while choosing the 

denoising algorithm. 

3.1 Discrete Wavelet Transform  

The DWT of a signal x(n) is calculated by passing it through a 

series of filters. First the samples are passed through a low 

pass filter with impulse response   resulting in a convolution 

of the two [21]:  
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Figure 1: 1D Analysis filters 

The signal is also decomposed simultaneously using a high-

pass filter. The outputs of the lowpass filter are approximation 

coefficients and highpass filter are detail coefficients. It is 

important that the two filters are related to each other and they 

are known as a quadrature mirror filter. Since half the 

frequencies of the signal have now been removed, half the 

samples can be discarded according to Nyquist’s rule. The 

filter outputs are then subsampled by 2. 
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2D DWT of the images can be implemented by applying 1D 

DWT along the rows of an image first and then applying 1D 

DWT on the columns of an image. When a wavelet transform 

is applied to an image the image is decomposed into four 

subbands as shown in the following figure 4. The LL band 

contains the approximation coefficients, LH band contains 

horizontal details, HL band contains vertical details and HH 

band will contain the diagonal details [21]. 

 

 

 

 

 

 

 

 

Figure 2: 2D Analysis filters and Image decomposition 

3.2 Denoising Procedure using Multiscale 

Transforms 

1. Compute the forward transform of the image to be denoised 

and decompose the image into subbands 

2. Compute the threshold from the first scale HH (vertical 

details) band using the MAD (median absolute deviation)  

using the following formula considering that most of the noise 

is present in that band. 
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2

ˆ ( )
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  (9) 

3. Apply the shrinkage step (modifying the wavelet 

coefficients in the subbands) using the following shrinkage 

rules. [22, 23, 24] 

 

 

 

Figure 3: Image denoising using Multiscale Transforms 
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Soft Thresholding 
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4. After modifying the wavelet coefficients in the subbands 

take the inverse transform to reconstruct the image to get 

denoised image which is an estimation of the original 

one.Many shrinkage rules are associated with the wavelet 

processing. The threshold may be calculated globally, level 

dependent or subband dependent. But here we are calculating 

the threshold globally.  

4. PROPOSEDMETHOD 

Multiresolution analysis is the important tool in noise 

elimination from signals and images effectively. In MRA 

analysis it is possible to distinguish the noise and image 

information better at one resolution level than another. Here 

we are proposing the method which combines the features of 

bilateral filtering and multi resolution analysis to get the 

benefit from both the methods. The proposed framework is 

shown in the following figure 

 

 

 

 

 

 

Here in the proposed filtering the image is decomposed into 

various levels and subbands using discrete wavelet transform. 

Then the high frequency details coefficients are modified 

using wavelet shrinkage using any one of the shrinkage rule. 

The low frequency subband is modified using the bilateral 

filtering. The advantage of this filtering process is the noise 

present in the low frequencies are also removed along with the 

noise present in the high frequency subbands with edge 

preserving feature. In the reconstruction side after every stage 

we filter the signal with the bilateral filter to improve the edge 

enhancing capability. 

5. PERFORMANCE EVALUATION 
To evaluate the quality of the image processing algorithms 

there are several metrics proposed in the literature. The 

metrics are classified as pixel difference based measures, 

correlation based measures, edge based measures, spectral 

distance measures, context based measures and Human visual 

system based measures. Here we are comparing our denoising 

algorithms using a group of metrics drawn from the above 

class and performance of the algorithms was observed. 

5.1 Pixel difference based measures 

5.1.1 Minkowski metrics 

The norm of the dissimilarity of two images can be calculated 

by calculating the minkowski average of the pixel differences 

spatially and then chromatically as given below 
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Where ( , )f x y is the reference image, ˆ ( , )f x y is the estimated 

image of ( , )f x y by our denoising algorithm with the input 

( , )g x y which is a noisy version of ( , )f x y . 

For 1  we obtain the absolute difference (AD), for 2 

we will obtain the mean square error (MSE). Along with these 

two measures we are calculating minkowski measures for 

3  and 4  in this paper to observe the performance of 

our algorithms. 

5.1.2 PSNR (Peak Signal to Noise Ratio) 

PSNR is the peak signal-to-noise ratio in decibels (dB). The 

PSNR is only meaningful for data encoded in terms of bits per 

sample, or bits per pixel. For example, an image with 8 bits 

per pixel contains integers from 0 to 255. 
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Where B represents bits per sample and MSE (Mean Squared 

error) is the mean square error between a signal ( , )f x y andan 

approximation ˆ ( , )f x y   is the squared norm of the difference 

divided by the number of elements in the signal. 
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5.1.3 Maximum Difference 

Maximum difference is defined as  

     ˆmax , ,MD f x y f x y   (17) 

The large value of maximum difference means denoised 

image is poor quality. 

5.1.4 Normalised Absolute Error (NAE) 

The large value of normalized absolute error means that 

denoised image is poor quality and is defined as 
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5.1.5 Signal to Noise Ratio (SNR) 

Signal to noise ratio in an image is calculated as 

 SNR



  (19) 

Where  is the average information in the signal and  is the 

standard deviation of the signal which represents the amount 

of noise present in the image. There is one more measure is 

there similar to the SNR it is signal to background ratio. 

 

BG
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  (20) 

Subtract background from the image calculate standard 

deviation from it and finally compute the above ratio. 

5.2 Correlation based measures 

The correlation between two images can also be quantified 

interms of correlation function. These measures measure the 

similarity between the two images hence in this sense they are 

complementary to the difference based measures. 

5.2.1 Structural content 

For an M N image the structural content is defined as 
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The large value of structural similarity means that denoised 

image is poor quality 

 

5.2.2 Normalised cross correlation measure (NK) 

 

 The normalized cross correlation measure is defined as 
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5.2.3 Czekanowski distance 

A metric useful to compare vectors with strictly positive 

components as in the case of images is given as 
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This coefficient is also called as percentage similarity 

measures the similarity between different samples, 

communities and quadrates. 

5.3 Edge Based metrics 

5.3.1 Laplacian Mean Square Error (LMSE) 

This measure is based on importance of edges measurement. 

The large value of Laplacian mean square error means that the 

image is poor quality. LMSE is defined as  
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5.4 HVS based metrics 

5.4.1 Universal Image Quality Index (UQI) 

It is a measure used to find the image distortion. It is 

mathematically defined by making the image distortion 

relative to the reference image as a combination of three 

factors: Loss of correlation, Luminance distortion and contrast 

distortion. 

If two images ( , )f x y  and ˆ ( , )f x y are considered as a 

matrices with M column and N rows containing pixel values 

( , )f x y  and ˆ ( , )f x y respectively the universal image quality 

index Q may be calculated as a product of three components 
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The first component is the correlation coefficient which 

measures the degree of linear correlation between images. It 

varies in the range [-1, 1]. The best value 1 is obtained when 

the images are linearly related. The second component 

measures how close the mean luminance is between images 

with a range [0, 1]. The third component measures the 

contrasts of the images the value range for this component is 

[0, 1]. The range of values for Q is [-1, 1]. The best value 1 is 

achieved if and only if the images are identical.  

5.4.2 Structural similarity (SSIM) index is a method for 

measuring the similarity between two images [28]. The SSIM 

index is a full reference metric, in other words, the measuring 

of image quality based on an initial uncompressed or 

distortion-free image as reference. SSIM is designed to 

improve on traditional methods like peak signal-to-noise 

ratio (PSNR) and mean squared error (MSE), which have 

proved to be inconsistent with human eye perception [10]. 

The SSIM metric is calculated on various windows of an 

image. The measure between two windows x and y of 

common size N×N is [28]: 
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Where 

 
x

 is the average of x  and 
y

 is the average of y  

 
2

x
 is the variance of x and 

2

y
 is the variance of 

y  

 
xy

 is the covariance of  x and y  

 
2 2

1 1 2 2
( ) , ( )c k L c k L  two variables to stabilize 

the division with weak denominator 

 L is the dynamic range of the pixel values (typically 

this is 
# bits per pixel

2 1 ) 

 
1

0.01k  and 
2

0.03k  by default 

In order to evaluate the image quality this formula is applied 
only on luma. The resultant SSIM index is a decimal value 
between -1 and 1, and value 1 is only reachable in the case of 
two identical sets of data. Typically it is calculated on window 
sizes of 8×8. The window can be displaced pixel-by-pixel on 
the image. 

6. RESULTS&CONCLUSIONS 

The ultrasound image corrupted with speckle noise is given as 

input to the bilateral filter, DWT filter, and the proposed filter 

and the above mentioned image quality metrics were 

computed. Based on the values obtained and the visual 

perception the proposed method is performing well in 

despeckling the ultrasound medical images. 

 

Table 1: Performance of bilateral and DWT filters 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Bilateral 

Filtering DWT Filtering 

  

 

Soft Hard Semisoft 

MSE 533.4604 541.2894 539.2893 469.6580 

SNR 11.0521 11.0123 11.0186 11.5688 

RMSE 23.0967 23.2656 23.2226 21.6715 

PSNR 23.4514 23.3881 23.4042 24.0046 

ME3 32.0036 32.1925 32.0573 30.6391 

ME4 39.7137 39.8797 39.6480 38.4851 

UQI 0.4632 0.5602 0.5596 0.5545 

SSIM 0.6251 0.6489 0.6477 0.6679 

AD 0.0587 0.07450 0.1698 0.1045 

SC 0.8793 0.8705 0.8741 0.8934 

NK 0.9847 0.9892 0.9871 0.9858 

MD 183 170 178 173 

LMSE 36.6506 37.8488 37.4703 32.2299 

NAE 0.3416 0.3405 0.3408 0.3082 

http://en.wikipedia.org/wiki/Peak_signal-to-noise_ratio
http://en.wikipedia.org/wiki/Peak_signal-to-noise_ratio
http://en.wikipedia.org/wiki/Mean_squared_error
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Table 2: Performance evaluation of proposed filter 

Performance 

metrics 

Multiresolution Bilateral Filtering 

    Soft  Hard  Semisoft 

MSE 1.1005 0.0269 0.0701 

SNR 37.6044 53.7333 49.5720 

RMSE 1.0490 0.1640 0.2649 

PSNR 50.3062 66.4208 62.2598 

ME 1.2958 0.2196 0.3482 

ME4 1.4933 0.2713 0.4240 

UQI 0.6744 0.6846 0.6839 

SSIM 0.9941 0.9997 0.9994 

AD 3.13E-12 3.13E-12 3.13E-12 

SC 1.0066 1.0000 1.0002 

NK 0.9965 0.9999 0.9998 

MD 5.9894 1.7016 2.6631 

LMSE 0.0350 0.0026 0.0062 

NAE 0.0191 0.0027 0.0045 

 

 

 

 

 

 

 

 
 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

From the above results it was found that the DWT based 

denoising will remove the noise in detail subbands and the 

approximation subband is untouched. So the noise in low 

frequencies is still present after performing the denoising 

operation. In the proposed method we are eliminating the 

noise in low pass subband by applying bilateral filtering to it. 

The performance of this hybrid algorithm is better than the 

DWT based denoising. The performance of this hybrid 

approach can be improved using the redundant wavelet 

transforms such as undecimated wavelet transform, Dual tree 

complex wavelet transform and double density dual tree 

complex wavelet transforms for filtering the detail subbands.  
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