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ABSTRACT
The implementation complexity of the conventional speech en-
hancement techniques increases with increased sampling rates
and increased levels of noise. In order to address this issue,
we propose a hardware friendly perceptive speech filter imple-
mented using RLC filters. The proposed filters when compared
with the conventional filterbanks such as based on Mel and Bark
scale show significant reduction in noise levels as measured
through the distance distributions.

General Terms:
Speech Enhancement, Automatic Speech Recognition

Keywords:
Filtering, RLC filters, Speech, Noise Reduction

1. INTRODUCTION
Noise in the speech signal can significantly reduce the perfor-
mance of automatic speech recognition systems[1]. Preserving
the speech content and reducing the noise present in a recorded
speech signal is essential to improve the recognition performance
of automatic speech recognition systems. In addition, the ability
to implement the speech enhancement techniques in a real-time
hardware[2] is important for large-scale and high speed speech
processing applications. However, majority of present day ap-
proaches to noise reduction and signal enhancements are difficult
to implement in hardware, due to the increase in design complex-
ity and limitations of semiconductor process technology. In order
to address the issues, we present a hardware friendly perceptive
speech filters implemented as RLC filterbank in a view to present
them as a front-end for a speech enhancement system.
The proposed speech enhancement system is biologically-
inspired such that the main part of this front-end is a bank of
filters with bandwidths in log scale, that resemble the processing
of sounds by the human cochlea [12].

2. PROPOSED METHOD
Figure 1 shows the block diagram describing the speech sig-
nal enhancement system using the proposed perceptive series
RLC filter bank. In the proposed system the filter bank con-
sists of 50 discrete time series RLC filters, where the bandwidth
of the successive filters are increasing logarithmically and these
50 filters together cover the entire audio spectrum. The voiced
speech signal is applied to the filter set. The filters designed are
discrete time domain filters. The short time fourier transforms
(STFT) of the filter outputs are then calculated to generate the
spectrograms[9], i.e., by using short sized sliding windows, the

fast fourier transforms (FFT) of the filter outputs are calculated to
transfer the time domain information into frequency domain. The
FFT values corresponding to the bandwidth of each of the filters
are extracted from the respective filter spectrograms. The values
extracted from the spectrograms, ie from the 50 spectrograms,
are appended vertically to form the final spectrogram. The FFT
values extracted from the spectrograms correspond to the high
gain region of each of the filters. Thereby the system ensures the
quality of the speech perception.
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Fig. 1. Block diagram representing the speech enhancement
technique.The voiced speech signal is given to 50 different

perceptive RLC filters.The bandwidth of successive filters are
increasing logarithamically and they cover the entire audio

spectrum.A plot of log energy across time and frequency is obtained
by taking the spectrograms of all the filter outputs of the speech
signal.FFT values corresponding to the bandwidth of each of the

filters are extracted from the spectrograms.The obtained values are
vertically concatenated in accordance with the bandwidth of all the

filters to form the final spectrogram.

2.1 Speech Processing
A typical speech sentence signal consists of two main parts: one
that carries the speech information, and the other that includes
silent or noise sections that are between the utterances, without
any verbal information. The verbal (informative) part of speech
can be further divided into two categories: (a) the voiced speech
and (b) the unvoiced speech. Voiced speech consists mainly of
vowel sounds. It is produced by forcing air through the glottis,
proper adjustment of the tension of the vocal cords results in
opening and closing of the cords, and a production of almost
periodic pulses of air. These pulses excite the vocal tract. Psy-
choacoustics experiments [8] show that this part holds most of
the information of the speech and thus holds the keys for char-
acterizing a speaker. Unvoiced speech sections are generated by
forcing air through a constriction formed at a point in the vo-
cal tract (usually towards the mouth end), thus producing turbu-
lence. A male voiced speech sentence signal in WAV file format
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having 19374 samples in 1 channel was used as the input signal
to the enhancement system.The duration of the speech is 1.2109
seconds. Figure 2 shows the speech signal input used for the sim-
ulations.
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Fig. 2. Voiced speech signal recorded as .wav file.The wav file
contains 19374 samples in 1 channel.The duration of the speech is

1.2109 seconds

2.2 Perceptive RLC Filters
The speech signal is applied to filterbank and these 50 filters
in the bank are discrete time domain filters. The filters can be
represented by difference Eq (1):

y(n) = −
N∑

k=1

aky(n− k) +

M∑
k=0

bkx(n− k) (1)

From this equation, note that y(n − k) represents the outputs
and x(n − k) represents the inputs, ak, k = 1, 2...N , bk, k =
1, 2...M are called the filter coefficients. The value of N repre-
sents the order of the difference equation and corresponds to the
memory of the system being represented. The filter bank covers
the frequency spectrum from 0Hz to 3.874KHz. Bandwidth of
the first filter is 3Hz and for the following filters it is increas-
ing logarithmically. The filter transfer function is expressed as
the ratio of laplace transform of the output current to the input
voltage for series RLC circuit:

(s/L)

(s2 +Rs/L+ 1/LC)
(2)

The transfer function spectral characteristics of any filter tell us
how the filter influences input signals at different frequencies.
From the transfer function of the RLC filter the characteristic
equation of the filter can be written as:

(s2 +Rs/L+ 1/LC) = 0. (3)

The bandwidth of the perceptive filter is R/L rad/s and the cen-
ter frequency is

√
1/LC. The circuit set up of a perceptive RLC

filter is shown in Figure 3. The inductance value is kept constant
as 1H , and then by varying the resistance and capacitance values
in accordance with the characteristic equation the 50 perceptive
RLC filters of required bandwidth and centre frequency are de-
signed. Frequency response of all the 50 filters are shown in Fig-
ure 4. In particular, it should be noted that the overlap bands are
truncated to ensure that the high amplitude responses are only
passed. Time domain response of the 25th filter in the filter set
to the speech signal is shown in Figure 5.
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Fig. 3. Perceptive RLC filter circuit for the speech input.The
inductance value is fixed as 1H. By varying the resistance values

from 15 Ohm to 1 Kilo-ohm and the capacitance values from
0.001uF to 0.1F all of the 50 filters are designed. Depending on the
center frequency and bandwidth, each filter gives different outputs

for the voiced speech input
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Fig. 4. Normalized gain versus frequency of 50 perceptive RLC
filters. The bandwidth of the first filter is 3Hz and it is increasing
logarithamically for successive filters.Frequency spectrum of the

filter bank varies from 0Hz to 3.874KHz
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Fig. 5. Time domain response of 25th perceptive RLC filter.

2.3 Spectrogram Measurements
The filter outputs of the speech signal are in time domain. For
measuring the enhancement achieved in the quality of the speech
signal the time domain data need to be transformed into fre-
quency domain. For transforming the time domain data into fre-
quency domain we use fourier transformation. Since for non-
stationary signals, whose statistic characteristics vary with time,
the classic Fourier transform is not very suitable for analysis. It
cannot provide information on how the frequency changes over
time. Short-time Fourier transform (STFT)[7], is a method of
analysis used for analyzing non-stationary signals[3]. It extracts
several frames of signals with a window that moves with time. If
the time window is sufficiently narrow, each extracted frame can
be viewed as stationary such that Fourier transform can be ap-
plied. With the window moving along the time axis, the relation
between the variance of frequency and time is identified. STFT
performed on a sequence, x[n], can be defined as:
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STFT {x[n]} ≡ X(m,ω) =

∞∑
n=−∞

x[n]ω[n−m]e−jωn (4)

where ω[n] represents the sliding window that emphasizes local
frequency components within it.
In the proposed system, 50 different spectrograms are calculated
from the respective filtered outputs of the speech signal. The
window used was Kaiser window with length 500. The over-
lap maintained for the signal was 5 and the sample rate selected
was 8000Hz. Figure 6 shows the spectrogram calculated from
the output of the 25th perceptive RLC filter.
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Fig. 6. Spectrogram of the speech signal taken after passing
through the 25th filter in the filterbank.

The log values of STFT corresponding to the bandwidth of each
of the filters in the filter bank are extracted from the respective
spectrograms. These arrays (50 in number) of samples are then
vertically concatenated in the order of frequency spectrum of the
filters to arrive at a final spectrogram. From the 50 spectrograms
the STFT values are extracted only from their high gain regions.
Hence we can consider this final spectrogram as the spectrogram
corresponding to the enhanced speech. Figure 7 shows the spec-
trogram of the speech enhanced by the perceptive RLC filtering
method. Figure 8 shows the spectrogram of the input speech sig-
nal obtained by the conventional method.
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Fig. 7. Spectrogram of the enhanced speech signal.FFT values
corresponding to the bandwidth of each of the 50 filters are

extracted from the respective spectrograms.These values are then,
according to the bandwidth, vertically concatenated to form the

final spectrogram
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Fig. 8. Spectrogram of the input speech signal taken by the
conventional method.

3. RESULTS AND DISCUSSIONS
In order to verify the speech enhancement capability of the de-
signed filterbank, several experiments were carried out. For this
purpose, to a single word speech signal, noise is added in varying
quantities (in db), the speech signal is then passed through the
filter bank. Spectrograms are calculated for each of the filtered
speech. Spectral values corresponding to the high gain regions
are extracted from the respective spectrograms. The extracted
values are vertically concatenated to form the final spectrogram.
For the noised words, the spectrograms obtained through the pro-
posed method is more informative comparing to the conventional
spectrograms.The spectrograms generated by the conventional
method and by the discussed filter method for the noiseless sin-
gle word “hello” are shown in Figure 9 and Figure 10 respec-
tively. Followed by that, 0db noise is added to the word “hello”
and spectrograms are generated by the conventional method and
by the filter bank method. The spectrograms of the noise added
word “hello” generated by the conventional method and by the
proposed method are shown in Figure 11 and Figure 12 respec-
tively.
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Fig. 9. Spectrogram of the single word speech signal. The word
“hello” is extracted from the TIMIT database.

4. PERFORMANCE TEST FOR THE
PERCEPTIVE FILTERS

4.1 Experiments for checking the enhancement of
the speech signal

For analysing the performance of the proposed filters, certain
tests were carried out. From the TIMIT database 200 different
words are extracted and to each of the words 0db white gaus-
sian noise is added. Spectrogram of each pair of words, i.e., both
noised and noiseless, are calculated using the filter method.Then
a matrix indicating the similarity between these two spectro-
grams is found out using the dynamic time warping (DTW)
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Fig. 10. Spectrogram of the single word speech signal using the
proposed filterbank method. The word “hello” is extracted from the

TIMIT database. It is then applied to the filterbank. The FFT
values corresponding to the high gain regions of each of the filters
are taken out from the corresponding spectrograms.These values

are vertically concatenated to form the final spectrogram
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Fig. 11. Spectrogram of the noised speech signal. 0db noise is
added to the “hello” word. Then using the conventional method

spectrogram is generated
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Fig. 12. Spectrogram of the 0db noise added single word speech
signal using the proposed filterbank method. 0db noise is added to
the word and it is then applied to the proposed filterbank.The FFT
values corresponding to the high gain regions of each of the filters
are taken out from the respective spectrograms.These values are

vertically concatenated to form the final spectrogram

method[4][10]. From this match matrix, we could estimate the
distance between the two words, which is an indication of the
match between two words. If the distance values are large, the
match or similarity is poor. The distance values are calculated
for all the 200 word pairs (noiseless and noised version). Then,
similar experiment is also done with the same set of 200 noised-
noiseless pair of words using the conventional method. The his-
tograms of these match values i.e. both for the conventional
method and for the filter method is shown in Figure 13. From

the histograms it is clear that by using the new filter bank we
could enhance the quality of speech perception. It is because the
distance or mismatch between the noiseless word and its noised
version is very low in the proposed filter bank method. Another
pair of histograms is shown in Figure 16, in this experiment,
the match between each of the 200 unnoised word and the re-
maining 199 noised words are found out, after passing each pair
through the filter bank, and when is passed through the conven-
tional method.

4.2 Comparison of the logarithmic scale used in the
perceptive filters with conventional scales

The MEL scale is a perceptual scale of pitches judged by listen-
ers to be equal in distance from one another. The reference point
between this scale and normal frequency measurement is defined
by assigning a perceptual pitch of 1000 mels to a 1000 Hz tone.
A popular formula to convert frequency in hertz into frequency
in mel is

m = 2595log10(1 + f/700) (5)

For analysis purpose the proposed filter bank is redesigned in
melscale[5][10]. Then the match(distance) between each pair of
noised and noiseless words for a set of 200 words are calculated.
Same experiment is done for the new filterbank. Then the his-
tograms of the match values are plotted for the new filter bank
and for the filterbank designed in melscale as Figure 15. From
the histograms it can be understood that better match of a word
with its noised version is there for the proposed filterset com-
pared with the filterset designed in melscale. Similar experiment
is done to make a comparison with the bark scaled[10] filterbank
as shown in Figure 16. To convert a frequency in hertz (Hz) into
Bark scale use:

Bark = 13 arctan(0.00076f)+ 3.5 arctan((f/7500)2) (6)

Fig. 13. Histograms showing the match between 200 noiseless
words and their noised versions. For plotting the first histogram the

match(distance) between the noised and noiseless pairs are found
out after passing each pair of words through the proposed filter

bank and the match values for the second histogram are found out
by the conventional method

4



International Journal of Computer Applications (0975 - 8887)
Volume 55 - No. 18, October 2012

Fig. 14. Histograms showing the match between each word with
the remaining set of words which are added with 0db noise. For
plotting the first histogram the distance between the noised and

noiseless pairs are found out after passing each pair of words
through the proposed filter bank and the match values for the

second histogram are found out by the conventional method. 200
different words from the TIMIT database are used for this

experiment.

Fig. 15. Histograms showing the match between 200 noiseless
words and their noised versions. For plotting the first histogram the
distance between the noised and noiseless pairs are found out after
passing each pair of words through the proposed filter bank and

that designed using melscale

Fig. 16. Histograms showing the match between 200 noiseless
words and their noised versions. For plotting the first histogram the

match(distance) between the noised and noiseless pairs are found
out after passing each pair of words through the proposed filter

bank and that designed using barkscale

5. CONCLUSION
The paper presented and introduced the concept of perceptive
RLC for reducing the presence of noise in speech signal. We
demonstrated that the proposed approach shows improved sim-
ilarity values for intra-class comparisons when compared with
Mel filters and Bark filters. The proposed method can be fully
integrated into a VLSI hardware and can offer a high speed and
robust solution to automated speech processing and recognition.
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