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ABSTRACT

Today, ssecurity is a major concern. Cloud computing and
Intrusion Detection and Prevention Systems are one such
measure to mitigate these attacks. Different researchers have
proposed different IDSs time to time some of these IDS’s
combine features of two or more IDSs which are called as
Hybrid Intrusion Detection Systems. Most of the researchers
combine the features of Signature based detection
methodology and Anomaly based detection methodology. For
a signature based IDS if an attacker attacks slowly and
organized, the attack may go undetected through the IDS, as
signatures include factors which are based on duration of the
events and the actions of attacker do not match. Sometimes,
for an unknown attack there is no signature updated or an
attacker attack in the mean time when the database is
updating. Thus, signature-based IDS fail to detect unknown
attacks. Anomaly based IDS suffer from many false-positive
readings. Thus there is a need to hybridize those IDS which
can overcome the shortcomings of each other. In this paper
we proposed a new approach to IDS (Intrusion Detection
System) which is more efficient than the traditional IDS
(Intrusion Detection System). The IDS is based on Honeypot
Technology and Anomaly based Detection Methodology. We
have designed Architecture for the IDS in a packet tracer and
then implemented it in real time. We have discussed
experimental results performed both the Honeypot and
Anomaly based IDS have some shortcomings but if we
hybridized these two technologies, the newly proposed HIDS
is capable enough to overcome these shortcomings with much
enhanced performance. In this paper, we present a modified
Hybrid Intrusion Detection System (HIDS) that combines the
positive features of two different detection methodologies -
Honeypot methodology and anomaly based intrusion
detection methodology. In the experiment we run both the
Intrusion Detection System individually first and then
together and record the data from time to time. From the data
we can conclude that the resulting IDS is much better in
detecting intrusions from the existing 1DSs.
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1. INTRODUCTION

Cloud computing is a recent research topic in the area of
computing environment[1][2][3]. Several researchers have
made contribution. Almost all the organizations whether small
scale organizations or large scale organizations, they are
making use of cloud technology but due to security
factors[4][5] The technology is still not working. Many
researchers have gone through the security issues in cloud
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computing. Wang Jun-Jie and Mu Sen [6] discussed various
security issues in cloud computing and its countermeasures.
However, the paper is very theoretical and there are no
methods that can validate his work. Thereafter Meiko Jensen,
J'org Schwenk, Nils Gruschka and Luigi Lo lacono [7]
discussed the technical security issues in cloud computing. To
provide security in cloud computing there are different areas
in it such as ensuring confidentiality of virtual machines,
compromised hypervisor, malicious insider and other network
attacks discussed in the next chapter. Different researchers
propose different ideas to mitigate risks such as Jinzhu Kong
[8] discussed how to protect the confidentiality of virtual
machines against distrusted host. The researcher acquaints the
concept of virtualization and deals with the security of the
virtualized system. Many researchers propose models to
mitigate network attacks in cloud computing like Lucian
Popa, Minlan Yu, Y. Steven Ko, Sylvia Ratnasamy and lon
Stoica [9] design a hypervisor based CloudPolice and Saketh
Bharadwaja, Weiqing Sun, Mohammed Niamat and Fangyang
Shen [10] design Collabra, which is a Xen hypervisor based
collaborative intrusion detection system. Later on Jakub
Szefer and B. Ruby Lee [11] works in the area which is
entirely different from all other researches they put forward
the case of hardware protection of guest Virtual Machines
from compromised hypervisors.

Other researcher’s work in developing an Intrusion detection
and prevention system to stop intruders from attacking the
organization’s network. They used a hybrid detection
methodology in intrusion detection and prevention system.
Dwen Ren Tsai, Wen Pin Tai, and Chi-Fang Chang [12]
proposes a hybrid intelligent intrusion detection system to
recognize novel attacks through data mining of the behaviors
of attacks. However, this hybrid system has partly solved the
problem to recognition novel attacks of intrusion later Vaidehi
Kasarekar and Byrav Ramamurthy in [13] developed a Hybrid
Real Time Agent Based Intrusion Detection and Response
System to increase security in wireless networks.

Thereafter, a lot of research is being done to combine a
signature based IDS and an anomaly based IDS like Kai
Hwang, Ying Chen, Hua Liu [14] proposes CAIDS
(Cooperative anomaly and intrusion detection system).
CAIDS integrates two different detection engines NIDS
(Network Intrusion Detection System) and ADS (Anomaly
Detection System). Similarly Yu-Xin Ding, Min Xiao and Al-
Wau Liu [15] have done research and implementation on snort-



based hybrid intrusion detection system. The researchers
combine misuse detection system and anomaly detection
system. They make use of SNORT for misuse based detection
system. Thus, we can see that different researchers
incorporate different methodology in hybrid detection system.
Working in same direction Xuanwu Zhou, Xiaoyuan Yang,
Ping Wei and Yupuhu [16] developed a hybrid IDS scheme
based on biological immunology and mobile agent that can be
a solution to the security threats and system flaws from the
transfer of immune pathological mechanisms into IDS but due
to rapid development of intrusion and attack techniques the
proposed IDS is vulnerable to new threats due to negligence
to immune pathology. Later, Emmanuel Hooper [17] proposes
an intelligent intrusion detection and response system using
hybrid ward hierarchical clustering analysis and R Rangadurai
Karthick, Vipul P. Hattiwale and Balaraman Ravindran[18]
describe an adaptive network intrusion detection system, that
uses a two stage architecture. In the first stage a probabilistic
classifier is used to detect potential anomalies in the traffic. In
the second stage a HMM based traffic model is used to
narrow down the potential attack IP addresses.
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approach solves the problems information overload, unknown
attacks, false positives and false negatives later Guan Xin and
Li Yun-Jie in 2010 [20] study the feasibility of honey pot
technology and intrusion prevention system together and thus
proposed a new intrusion prevention system model that is
based on immune principle of intrusion prevention system and
honeypot technology.

In the journal we have proposed a new architectural design to
IDS (Intrusion Detection System) which is more efficient than
the traditional IDS (Intrusion Detection System). The IDS is
based on Honeypot technology [33][34] and Anomaly based
Detection Methodology[35]. To implement such a system we
have designed an architecture in the network lab and collect
data to validate the proposed Hybrid intrusion Detection
System.

2. ARCHITECTURAL DESIGN

We have considered a network, simulated and configured first
on packet tracer[36][37] and then implemented it in real time
to analyze the network properly, so that while developing it in
real time it became easy to configure all the network devices.
Figure 1 shows the network
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Figure 1: Network configured in packet tracer

Many researchers integrate honeypot technology to intrusion
detection system. They attract an attacker towards it and work
in cooperation with Fire Wall. The system will refuse the visit
of the intruder whose IP address is set in the Fire Wall as
blacklist by the honeypot. In this direction Zhi-Hong Tian,
Bin-Xing Fang and Xiao-Chun Yun [19] design AAIDHP (An
Architecture for Intrusion Detection using Honey Pot). The

configured in packet tracer. The network consists of three
nodes and a server. Server is connected to the router to route
packets to different networking device and to connect LAN to
WAN. Behind the routers we are using 4 nodes, one is made
into a server and the other three are connected to a router
through a switch. The server communicates with the nodes



with the help of the router via switch. In a server we have
installed two types of Intrusion Detection Systems (IDSs).
One of the systems is based on honeypot technology and the
other is anomaly based IDS. Honeypot can attract the attacker
whenever it tries to perform a malicious activity across the
network and later with this system we can make their
signatures and update these signatures in the database whereas
anomaly based detection system can analyse the network and
record the normal network traffic and whenever it finds any
anomalous behavior it throws an alert. Both these systems
can strongly restrict an attacker while coming to your private
network. For a honeypot technology we are using KFSensor
and for anomaly based DS we are using FlowMatrix.

3. RESULT AND ANALYSIS
To validate our algorithm we have implemented the system
into three phases:

Phase 1: In phase 1 we have studied KFSensor and
analyzed a system for 10 days and record some results. Here
we find that though KFSensor is capable to detect those
attacks for which the different systems directly interact with it
but, it cannot identify those attacks which are done by the
systems that are not directly linked by it.

Phase 2: In phase 2 we have studied FlowMatrix and
analyze a system again for 10 days and record some results.
We found that FlowMatrix is capable of detecting various
attacks either know attacks or unknown attacks in the

network, however it does not attract a attacker like KFSensor
do, more over it may give various false positives.
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All the three phases are described below in details and
there results are displayed.

3.1 Analysis of phase 1

There are three nodes for attack or to create network traffic.
Which have an IP address as 20.1.1.20, 20.1.1.30 and
20.1.1.40 and the node with IP address 10.1.1.25 is server
with FlowMatrix and the node with IP address 10.1.1.30 is
server with KFSensor. We have created network traffic
through different tools such as Attack Ping, Free Port
Scanner, Free SNMP etc. Here we have used many more
attacking tools to attack at different networking devices such
as router, switch, server and other nodes. While attacking
from these tools some logs are generated. Through the log we
found that KFSensor generate records of only those nodes
which are directly communicating with the server and ignore
the rest of the nodes. This is the major drawback in IDS which
incorporate only honeypot technology. Since, we have also
installed FlowMatrix which is anomaly based IDS we found
some deviations in the anomaly graph in FlowMatrix if the
attacks takes place at some other point in the network which
are not recorded by KFSensor.

In the Figure 2 below shows the network activity of all the
nodes and the attacks by the three nodes 20.1.1.20, 20.1.1.30
and 20.1.1.40.
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Figure 2: Network activity of all the nodes and the attacks by the three nodes 20.1.1.20, 20.1.1.30 and 20.1.1.40.

Phase 3: In phase 3 we have installed both KFSensor and
FlowMatrix and analyse a system again for 12 days. Here we
find different results that attacks which go undetected by
KFSensor are detected by FlowMatrix and with KFSensor we
can get some new definitions of attack in database. A
combined log is generated which captures the attacks and the
administrator can take corrective actions.

Both the ids KFSensor and FlowMatrix has their own way of
detecting attacks In KFSensor we can see that the honeypot
can attract an attacker towards itself thus with KFSensor we
not only detect an attack whose definitions are already exists
in its database but also detect new attacks through honeypot
technology and later make signatures of these attack and
update to database.
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Figure 3: Anomaly based IDS- FlowMatrix

Dre_lv\_/back of honeypc_)t is that tn(_ey can only track and capture 31.1. Analysis of KFSensor at GBU

activity that directly interacts with them. They cannot detect

attacks against other systems in the network. In Figure 3 networks

below we can see the ids which is on anomaly based

methodology “FlowMatrix” . FlowMatrix is capable of We have not only analyzed KFSensor only to the network
detecting all types of attack in the network. which we have created at the network lab but also to other

network. We have analyzed it on 4rth may in between 10-11
p.m. and get some valid results, some attacks were also
noticed.
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Figure 4: Logs generated by KFSensor when connected to Gautam Buddha University, Greater Noida, INDIA network



International Journal of Computer Applications (0975 — 8887)
Volume 53— No.6, September 2012

Qe ik e TR, TR W U -+ e
e Veew Scemanic  Sgrataes  Setegs  velp

28 <IN TMEs Gosom ¥R N

[ 2ISC - Carthary-3C |

el

2« SevenC

Sp Metzage Feees g
DHCP: Boct RegeeaiOl Jerdas .
DHCP: Boct RegueiDa JHeedumer -

L A e e e e L A S S

AovengStrdan.
SR e
s
Eoreng etz
D03 Boct FegquestiOl Macdwar
2R R idpp. (dbvengSirbin
R i
100 32 S03dee ) et esties
Connections 25500 0 Acive T
00 32 M05dppc )/ bweh il
12 32 Kidpp ) dbwengStmdics.
R e
10 02 30)dppe/ ) St Simsbies
128 32 B0 3dppe  ElmengSiendics
200 32 S03dpp 1 ety
100 32 80Mdpp | dbvengStmdias.
202 0 Mpp ! ErengStmdic.

S S L S S R T A 2

. LTI 'Sm,;mvmmt Eventx IV37185
DOS attackbw
IT7Z T 3-1-F
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In the table 1 below we have analysed the following organization’s premises by updating that user’s signature into
characteristics of KFSensor and conclude that KFSensor is a its database. It gives lesser false alarm but is highly vulnerable
Host based Honeypot intrusion detection system which can
attract the attacker towards itself to protect the organization
from attack and block that user in future to enter the

to be taken over by bad guys and also they are not capable to
detect attack from those users who do not directly

Properties KFSensor
Detect novel attacks Yes
Sends Alert by Email Yes
Easy Administration Yes
User Friendly Yes
System Requirements Low

Detect attacks from other nodes which do not | NO
communicate to it

Risk (Taken over by the bad guys) Very High
False Alarm Lesser
Host Based/Network Based Host Based
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3.2 Analysis of phase 2

The detailed analysis of Phase 2 is given as-
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Figure 6: FlowMatrix showing the alert which is not capture by KFSensor

In phase 2 we have studied FlowMatrix and we find that it not . . L .
. advantage and main motive of hybridizing KFSensor with

only detects an attack, where the systems are directly . . .
FlowMatrix. Figure 7 shows the ids KFSensor and the

communicating with the server “where FlowMatrix is network activities on 11 April between 11 a.m. to 1:05 p.m
installed” but also, it can detect those attacks where the nodes P o 02 p-m.

are not directly communicating with server. This is the major
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Figure 7: KFSensor detecting activities by only those node which directly communicate with it

The alert in FlowMatrix is different from KFSensor. In figure
8 we can see both KFSensor and FlowMatrix together and
find that it is FlowMatrix which is showing an alert however
in the KFSensor there are no such warnings or alert.

KFSensor detecting activities by only those node which
directly communicate with it We ran both FlowMatrix and
KFSensor together but we can see that the results are entirely
different in FlowMatrix and KFSensor.
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Through the table 2 below we can go through the
characteristics we had gone through the complete experiment.

Properties FlowMatrix

Detect novel attacks Yes

Sends Alert by Email No(Some Anomaly Based IDS do send Alerts by Email)
Easy Administration Lesser than KFSensor

User Friendly Yes

System Requirements High

Detect attacks from other nodes which do not communicate to it | Yes

Risk (Taken over by the bad guys) Very Low

False Alarm Higher

Host Based/Network Based Network Based

Thus, we come to know that though FlowMatrix is more As through honeypot we can find out all those new attacks

prone to unknown attack, yet they can detect more attacks where an attacker directly communicates with KFSensor and

than KFSensor through FlowMatrix we can detect attacks where nodes are
directly or indirectly communicating with FlowMatrix. In

3.3 Analysis of phase 3 phase 1 we have shown that KFSensor only recognize those
attacks where a node communicate with it thus all other

In phase 3 we have studied both KFSensor and FlowMatrix attacks goes undetected which are detected by FlowMatrix.

together and found that if we use both KFSensor and Figure 9 shows that as the node with ip address 20.1.1.20 do

FlowMatrix together, it can become a much effective IDS. DosS attack to node with IP address 10.1.1.25 it gives an alert.

However if the node try to do DoS attack to some other
network devices other than server then KFSensor will not give
an alert to an administrator.
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Figure 9: Node with IP address 20.1.1.20 does DoS attack to node with IP address 10.1.1.25
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Thus we deploy yet another ids with KFSensor i.e.
FlowMatrix which is capable of detecting those attacks in the
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network which goes undetected by KFSensor. Figure 10 will
shows that an attack which goes undetected by KFSensor is

detected by FlowMatrix.
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Properties KFSensor FlowMatrix

Detect novel attacks Yes Yes

Sends Alert by Email Yes No(Some Anomaly Based IDS do
send Alerts by Email)

Easy Administration Yes Lesser than KFSensor

User Friendly Yes Yes

System Requirements Low High

Detect attacks from other nodes | NO Yes

which do not communicate to it

Risk (Taken over by the bad guys) | Very High Very Low

False Alarm Lesser Higher

Host Based/Network Based Host Based Network Based

Through the table 3 above, we can determine the
characteristics of both KFSensor and FlowMatrix which we
have analyzed throughout the experiments. We can see that
the characteristics which are not good for KFSensor are good
for FlowMatrix and the characteristics which are not good for
FlowMatrix are good for KFSensor. Thus, if we merge both
the systems together we can get the better detection system
also KFSensor is Host based detection system and
FlowMatrix is Network based detection system thus if we
deploy both these system together we can get fully secured
intrusion detection system.

4. CONCLUSION

We have developed an improved framework for hybrid
intrusion detection system in cloud computing to ensure the
confidentiality in organization. We have used two
technologies for this framework- honeypot technology and
anomaly based IDS. For the honey pot technology we have
used KFSensor and for anomaly based IDS we have used
FlowMatrix. We have given an algorithm and on that basis we
designed an architecture and implement it as real time. We
have studied the behavior of the implemented system and
introduced various attacks which were detected by the system
and alert was generated against it. The combined log
generated can help the network administrator to take the
corrective actions. The work can be further extended by
developing a framework to incorporate the anomaly based
attacks.
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