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ABSTRACT 

Wireless Sensor Networks (WSNs) consist of several sensor 

nodes equipped with limited power sources that sense 

environments event and transmit data to the sink node. WSNs 

have many constraints including energy, redundant data, and 

many-to-one flows. Data aggregation is one of the most 

important issues for achieving energy-efficiency in wireless 

sensor networks. Sensor nodes in the surrounding region of an 

event may generate redundant sensed data. A data aggregation 

technique in WSNs focuses on decreasing the energy 

consumption by reducing the amount of data that needed to be 

sent to the sink node. In this paper, we propose an M/M/1 

queuing model for evaluating energy consumption in WSNs 

with dada transmission. The proposed model can help 

designers to evaluate the energy consumption of cluster based 

wireless sensor network with data aggregation. We compare 

the energy consumption results for networks with and without 

data aggregation technique. 

General Terms 

Energy consumption in cluster based wireless sensor networks 

with data aggregation. 

Keywords 

Wireless sensor networks, data aggregation, M/M/1 queuing 

model, energy consumption.  

1. INTRODUCTION 
WSNs consist of large number of distributed sensor nodes 

with the ability to monitor physical or environmental 

conditions, such as temperature, vibration, sound, pressure, 

humidity or motion. Sensor nodes pass their data through the 

network to a main location, external sink or a base-station. A 

sensor node generates data and transmit sensed data packet to 

the base station that could be connected to the internet. WSNs 

can be used for many applications including military 

supervision, habitat, indoor and environmental monitoring 

[1]-[3]. However WSNs have many challenges in use and 

deployment including limited power resources and also 

limited memory and communication capabilities [4]. 

However, the most important challenges in the WSNs are 

energy consumption because battery capacities of sensor 

nodes are limited and replacing them in many applications are 

impractical. Sensor nodes consume most energy for data 

transmission and reception [5]; therefore reducing amount of 

transmitted data can increase network life time and its mission 

ability. In order to reduce data transmission rate, sensor 

node’s data can be aggregated and then sent to the base 

station. The goal of data aggregation is the elimination of 

redundant data transmission by summarization sensed data.  

Many data aggregation techniques and protocols are proposed 

in recent years. However, the architecture of the WSNs plays 

a crucial role in the performance of data aggregation protocols 

and techniques. In this paper, we propose an analytical model 

for evaluating energy consumption in term of data 

transmission, reception and aggregation in cluster based WSN 

architecture using M/M/1 queuing model. 

The rest of this paper is organized as follows. In section 2, we 

present the data aggregation principle and goals. In section 3, 

we present our proposed energy consumption model. In 

section 4, we compare energy consumption in the network 

with and without data aggregation technique. We conclude 

our paper in section 5. 

2. DATA AGGREGATION 
In most WSNs, sensor nodes monitor environment events and 

transmit sensed data to the base station. WSNs usually consist 

of large number of sensor nodes that densely deployed; this 

means close sensor nodes could sense the same event as other 

nodes and we have similar and redundant data. Therefore 

transmitting all the data is unnecessary. Data transmitted in 

WSNs is different from traditional wireless networks. In 

WSNs, end-user analyzes the collected data and determines 

some event about the monitored environment [6]. 

In order to save resources and reduce consuming energy for 

the data transmission, sensor nodes data can be processed, 

eliminate the redundant data and send the result to the base 

station. For instance, if sensors  are  monitoring  humidity in 

precision agriculture application, the humidity at  different 

points of  a  domain   correlated  and the  end  users  are  only 

need to determine the average humidity in the domain. So 

sensors data in each domain can be aggregated and the result 

would be send to the base station. Using this technique will 

minimize the transmission rate and also save energy and 

increase network lifetime [7]. 

The type of data aggregation technique and protocol that 

needs to be performed depends on the application, user 

requirements and network architecture. There has been 

extensive work on data aggregation technique in WSNs. 
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Selection of proper data aggregation technique depends on 

How data is gathered at the sensor nodes and also how 

packets are routed through the network [8], [9]. 

The performance of different data aggregation protocols and 

technique depend on architecture of the WSNs. We can divide 

WSNs architecture in two category; Flat and Hierarchical 

networks. In  flat  networks, role and equipment of  each  

sensor  node  are equal and  so the  same  battery  power exist 

in each sensor node.  In such networks, data aggregation is 

complete by use of data centric routing protocol. For example 

base station transmits a query message  to  the network and  

sensor nodes  which  have  data matching  the  query  send  

response  messages back  to  the  sink. For this category there 

is some communication protocol such as Push diffusion, 

Directed. In hierarchical network, data fusion is done at the 

special  nodes,  which  reduces  the number  of  messages  

transmitted  to  the  base station. We can divide hierarchical 

network in four categories; Cluster-Based Network, Chain-

Based network, Tree-Based and Grid-Based network. For 

each category one or more data aggregation protocol 

proposed. For example in Cluster-Based Networks; Low-

Energy Adaptive Clustering Hierarchy (LEACH), Hybrid 

Energy Efficient Distributed Clustering Approach (HEED) 

and clustered diffusion with dynamic data aggregation 

(CLUDDA).For more information about aggregation protocol 

based on WSNs architecture referee to [10]-[12]. In this paper 

we focus on Cluster-Based Network architecture. 

In most WSNs with energy limitation, it is inefficient for 

sensor nodes to transmit the data directly to the base station.  

Sensor nodes can transmit data to a local sink node or cluster 

head which aggregates data from all the  sensor nodes  in  its  

cluster  and  transmits  the result  to  the  base station. 

Clustering is the process of grouping sensor nodes in a 

densely and large-scale WSNs. The process of clustering in a 

WSNs involved with some issue; such as how many clusters 

should be formed, how many nodes can be taken in to a single 

cluster and how select the cluster-head node in each cluster. 

However we can choose some powerful nodes, in terms of 

energy or processing capacity, as a cluster-head node. 

For this manner we can divide WSNs nodes in three 

categories based on that’s operation and responsibility. Simple 

regular sensor nodes that known as cluster-member (CM), 

cluster-head (CH) node and base station (BS). CM sense 

environment properties periodically or only sense event and 

send related data to the CH node that basically collect data 

from multiple CM in its cluster, using some aggregation 

function like sum, count, average, max or min aggregates 

collected data packet and then sends aggregated result to BS. 

Figure 1 shows this process. 

 
Fig 1: cluster-based data aggregation 

 

3. ENERGY CONSUMPTION MODEL 
In this section, we propose an analytical model based on 

M/M/1 queue for energy consumption. Sensor nodes consume 

their energy for three basic operations. Firs in acquisition 

operation that sensor node convert the sensed event to a 

digital signal. Second in processing operation that digital 

signal may be processed before transmission and finally for 

transmission or reception of data to or from another sensor 

node. In this work, we focus on the energy consumption for 

transmitting or receiving and also processing the data packets. 

We assume that the nodes could be in two modes, sleep and 

active mode. In sleep mode, the node is in sleep mode and 

wake up in the next interval. In active mode, node can 

transmit or receive data and also can process data using data 

aggregation techniques. Note that sensor node cannot send 

and receive data at the same time because of half duplex radio 

channel. 

In our model, we assume that CM nodes periodically sense 

environment and send sensed data to the CH node. CH node 

after reception of data will aggregate data and transmits the 

result to the base station. To compute energy consumed for 

transmitting data to the base station, we model each node 

based on simple M/M/1 queue. In this manner, service time in 

transmitter or receiver queue equals to the time spent for 

transmission or reception of a data packet. Therefore we 

consider each data packet as a job in the system. Figure 2 

shows system as a network of queue. 
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Fig 2: system as a queuing network 

3.1 Model assumptions 

For analyzing model we made following assumptions: 

 All CM nodes in network are identical.  

 All CH nodes in network are identical.  

 The arrival of data packets to CM’s transmitter 

queue is assumed to follow a Poisson process with 

mean arrival rate λCM. Therefore the arrival of data 

packets to CH’s transmitter queue is λCH= (N-1) * 

λCM if each cluster consists of N node. 

 Data packets after and before aggregation are of 

fixed size. 

 Each CM nodes sends packets to CH independently 

and identically and the service rates following 

exponential distribution with parameter μT/R for 

transceiver queue and μPfor CH processor queue. 

 Numbers of CM nodes in each cluster are identical. 

 For each queue λ<μ.  

In our analytical model, we define following notations:  

 R: the number of job classes in the network. 

 μi,r: the service rate of the ith station of the rth class.  

 Pi.r;j,s: probability that a job of the rth class at the ith 

station is transferred to the sth class and the jth 

station (routing probability).  

 P0;j,s: in an open network the probability that a job 

from outside the network enters to the jth station of 

the sth class. 

 Pi.r;0: in an open network the probability that a job of 

the rth class leaves the network after having been 

served at the ith station.   

 ρi: utilization of the ith station for all classes of jobs. 

 Pi (0): probability that the ith station be empty. 

 Esleep: energy consumption in sleep state. 

 Eidle: energy consumption in idle state. 

 N: Number of nodes in each cluster. 

3.2 Energy consumption in CM nodes 
First we model energy consumption in CM nodes. Based on 

the M/M/1 queuing model, the equilibrium state probabilities 

of n jobs in the CM’s transceiver are given by [13]: 

                  
 

                 (1) 

that      
   

    
                                                (2) 

Where λCMis the mean arrival rate of CM’s transmitter queue 

and μT/R is the mean service rate in CM and CH transmitter or 

receiver queues that: 

      
          

           
 

So energy consumption in each CM nodes for transmitting 

data to CH is: 

                             

                           (3)  

That based on (1): 

                                              (4) 

where in (3) ECCM is the total energy consumed in each CM 

for transmitting data in given time interval and ET/CM is the 

transmission energy in CM nodes. 

3.3 Energy consumption in CH nodes 
For modeling energy consumption in CH nodes, we consider 

CH nodes as an open BCMP queuing network model that 

consists of 2 service stations and 2 job classes. A queuing 

network may be open (Jackson model), closed 

(Gordon/Newell model), or mixed that just consist of single 

classes of job. Jackson and Gordon/Newell model were 

extended by Baskett, Chandy, Muntz, and Palacios that 

consider multiple classes of job in the network [14], [15]. Our 

queuing network consists of 2 service stations that each 

service station contains a single-server with first-come-first-

served (FCFS) policy and equal service rate for all classes of 

jobs. This feature causes our server station become type one 

based on Baskett server type category. In this type of station, 

the service times must be exponentially distributed and class-

independent. Therefore for ith service station, 

μi1=μi2=…=μiR=μi. We assume that the number of jobs (data 

packet) in each class at each service station (processor and 

transmitter/receiver) is always non negative. For analyzing 

transceiver in term of transmission after aggregation, we 

define 2 different classes of jobs. We assume that jobs change 

their classes while transferred through the processor station 

and transceiver station after data aggregation. In our BCMP 

model, there are 2 stations and 2 job classes. For each class, 

we specify routing probabilities through the network in Table 
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1. Jobs are transferred between any two stations and may be 

changing its classes according to given routing probabilities. 

For example (see Table 1), a class r1 job entering from outside 

goes to the transmitter/receiver queue (T/R) with probability 

P0;T/R,r1=1. 

Table 1: routing probabilities 

Pi.r;j,s 0 T/R,r1 T/R,r2 P,r1 P,r2 

0 0 1 0 0 0 

T/R,r1 0 0 0 1 0 

T/R,r2 1 0 0 0 0 

P,r1 1-q 0 q 0 0 

P,r2 0 0 0 0 0 

 

With that assumption and routing probabilities table, we can 

set the arrival rate of each class to each node using the 

following formula: 

             ∑     
   
               (5) 

where λ0;i,r is the arrival rate from outside to the ith station of 

the rth class and ei.,r is the visit rate of jobs of the rth class at the 

ith station.  

so utilization of each class equals to: 

     
    

  
    (6) 

whereρi,ris utilization of the ith station of the rth class. 

Therefore for each station and its class: 

        
   

    
 ,          

     

    
  ,       

   

  
 

whereλCHis the mean arrival rate of CH’s transmitter queue, 

μPis the mean service rate in CH processor queue that 

    
 

                                     
 

and 1-q is the probability that a job after aggregation, 

eliminated in processor station. 

For simplification, we model the total number of jobs in each 

service station in equilibrium state probabilities function 

instead of the number of each class of jobs in each service 

station. For the open queuing network [15], we will have the 

following equation: 

                              

               
            

         
  

     (7) 

 

where: 

     
        

    
 

   
   

  
 

Now we can model the energy consumption in CH node: 

                             

                                     
     (8) 

where ECCH is the total energy consumed in each CH for 

receiving, processing and transmitting data in given time 

interval, ETCH is the total energy consumed in each CH for 

transmitting data in given time interval, ERCH is the total 

energy consumed in each CH for receiving data in given time 

interval and EPCH is the total energy consumed in each CH for 

processing data in given time interval. 

where in (8): 

                                

          (9) 

                      (10) 

                      (11) 

                    (12) 

Where ET/CH is the transmission energy in CH nodes, ER/CH is 

the receiving energy in CH nodes and EP/CH is the processing 

energy in CH nodes, and 

       
                                      

                       
 . 

So total energy consumed in each cluster equals to the 

following equation: 

                                    (13) 

Where ET is the total energy consumed in each cluster in 

given time interval. 

4. MODEL ANALYSIS 
In this section, we compare the result of proposed model with 

result of model that created for WSNs without data 

aggregation technique. We use the proposed analytical models 

in WSNs using the parameters given in Table 2. Model results 

are obtained in various scenarios by varying the mean arrival 

rate per CM and varying the elimination probability after data 

aggregation in CH to determine the average energy 

consumption. 
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Table 2: Model and simulation parameter 

Mean arrival rate to CM’stransmitterqueue 0.1 to 1 

Packet size 200 B 

Number of node in each cluster 10 

Band Width 350 Kbps 

Elimination probability(1-q) 0.1 to 0.9 

One bit processing time 30 ns 

Esleep 75 μj 

Eidle 6 mj 

One bit processing energy consumption 25 nj 

ET/CM 30 mj 

ET/CH 36 mj 

ER/CH 12 mj 

Time 1000 s 

 

For achieving result of energy consumption in WSNs without 

data aggregation, we use (13) and (14) for ECCH: 

                             

                                           (14) 

that: 

                                  (15) 

                      (16) 

                      (17) 

and: 

        
   

    
 ,          

   

    
 

For calculating energy consumption in CM nodes we used (3). 

In Figure 3, we can see the total energy consumption in one 

cluster by using analytical model with data aggregation and 

analytical model without data aggregation. In each figure, we 

compute energy consumption with different mean arrival rate 

to CM’s transmitter queue. As we can see, increasing the 

mean arrival rate would result in increasing energy 

consumption. We consider different elimination probability. 

We can see that for elimination probability less than 0.6, 

energy consumption for network with data aggregation is 

greater than network without data aggregation. However this 

result depends on the value of WSN parameters that 

illustrated in table 2. 

5. CONCLUSIONS 
In this paper we have proposed the new simple energy 

consumption estimation scheme in cluster based WSN with 

data aggregation using queuing network model. The main 

goal of data aggregation is decreasing energy consumption by 

decreasing need for redundant data transmission. For 

comparison of network with data aggregation and network 

without it, we proposed another analytical model. After 

comparison result of two models in various scenarios, we can 

see that energy consumption in best state 25% decreased, also 

for elimination probability less than 0.6, energy consumption 

for network with data aggregation is greater than network 

without data aggregation. However those values are based on 

ours case study and may be different in other case study with 

various WSNs parameters. 
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Fig 3: energy consumption for a:q=0.1, b:q=0.2, c:q=0.5, 

d:q=0.6 
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