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ABSTRACT 

Hindi is very complex language with large number of 

phonemes and being used with various ascents in different 

regions in India. In this manuscript, speaker dependent and 

independent isolated Hindi word recognizers using the Hidden 

Markov Model (HMM) is implemented, under noisy 

environment. For this study, a set of 10 Hindi names has been 

chosen as a test set for which the training and testing is 

performed. The scheme instigated here implements the Mel 

Frequency Cepstral Coefficients (MFCC) in order to compute 

the acoustic features of the speech signal. Then, K-means 

algorithm is used for the codebook generation by performing 

clustering over the obtained feature space. Baum Welch 

algorithm is used for re-estimating the parameters, and finally 

for deciding the recognized Hindi word whose model 

likelihood is highest, Viterbi algorithm has been implemented; 

for the given HMM. This work resulted in successful 

recognition with 98.6% recognition rate for speaker dependent 

recognition, for total of 10 speakers (6 male, 4 female) and 

97.5% for speaker independent isolated word recognizer for 

10 speakers (male).   

General Terms 

Speech recognition, Isolated Hindi words. 

Keywords 
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1. INTRODUCTION 
The paper is divided into two main sections first is about the 

speaker dependent isolated word recognizer and the second 

one is speaker independent isolated word recognizer; followed 

by conclusion. The reason behind choosing the Hidden 

Markov Model over other existing techniques; for example 

DTW, ANN etc., is that HMM has been proven to be one of 

the most powerful and dominating statistical approach over 

the last past years and have been applied in a no. of models 

like pattern [1, 2], DNA sequence analysis [3, 4], pathologies 

[5] or speech recognition [6,7]. The basic theory of HMM was 

published in a series of classic papers by Baum and his 

colleagues in the late 1960s and early 1970s which was then 

implemented for speech recognition applications by Baker at 

Carnegie Mellon University (CMU) and by Jelinek and his 

colleagues at IBM in the 1970s [8-20] and further explored by 

L. Rabiner, et al. [21-36] in 1980s and the early 1990s. 

Theory of Hidden Markov Model and its applications are not 

new in the present time. However there is lot more to be done 

in the field of speech recognition despite of the work carried 

out till date, for languages like Hindi. First a brief introduction 

of HMM [28] and its parameters is presented here. A hidden 

Markov model is basically a Markov chain where the output 

observation is a random variable generated according to an 

output probabilistic function associated with each state [40]. 

The HMM models a sequence of observations as a piecewise 

stationary process [37].  HMM works in two basic phases 

namely training, where the desired likelihoods are calculated 

in addition to model parameters for the input vectors and the 

testing phase, which comes up with result in form of 

recognized output. For the training phase, usually the Baum-

Welch algorithm [38] is followed in order to re-estimate the 

parameters (π, A, B) for the HMM. Not only the Baum-Welch 

but the Forward- Backward Algorithm is also instigated in 

order to calculate the required alpha, beta parameters. The 

Viterbi algorithm [38] is also implemented for the estimation 

of most probable state sequences. Let us first introduce the 

parameters and their notations used throughout this paper. 

N = number of states in the model 

M = number of Distinct observation symbols. 

T = length of observation sequence. 

qt = the state at time t. 

V = {v1,v2,v3,  ……………. vM}, the discrete set of possible 

observation symbols. 

π = {πi}, where πi = P(q1 = Si). 

A = {aij}, where aij = P(qt+1 = Sj | qt = Si) 1≤i,j≤N. 

B = {bjk}, where bjk = P(vk at t| qt = Sj) 1≤j≤N and 1≤k≤M. 

A compact notaion is used to indicate the complete parameter 

set of the model 

λ = (A,B, π)     (1) 

Now the question arises here is that how do one choose the 

type of model and the parameters. For isolated word speech 

recognition, with a distinct HMM designed for each word in 

the vocabulary, the left right model is found to be more 

appropriate than other models like the Ergodic model etc. 

Since the left right model is said to associate time with model 

states as distinct sounds of the word being modelled.  This 

topology is, in fact, one of the most popular HMM structures 

used in state-of the art speech recognition systems. An 

Ergodic model has property that every state could be reached 

from any other state as shown in Fig. 1(a). Fig. 1(b) on the 

other hand shows two left-right models which are connected 

in a cross-coupled manner.  The other models, A 4-state left-

right or Bakis model [17,18] is also shown in Fig. 1(c). 

Whereas the Fig. 1(d) shows a modified Bakis model which is 

implemented in this paper.  The fundamental property to be 

satisfied by all the left-right models is that state transition 

coefficients possess the following condition. 

aij = 0, j<I      (2) 

Furthermore, the initial state probabilities have the property 
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These conditions result into a model with transitions from 

current state to another state only if its indices are higher and 

the state sequence is allowed to begin at state 1 only.It has 

been seen that the error is somewhat insensitive to the no. of 

states, N. The local minimum is said to be achieved at N=6 

[39]. But here 4 states are chosen for faster computation 

without any discernible degradation in the recognition. 

M=256 code words are chosen for codebooks to use with 

discrete symbol models, hamming shaped filters with 24 

number of filters in filter-bank. The other parameters (like 

π,A, B ) are estimated with the help of above mentioned 

techniques and algorithms in addition to the initial values 

chosen based on some good guess because in the discrete 

HMM, if a probability is initialized as zero, it will remain zero 

even after infinite no. of iterations, in other words it will never 

converge. Thus, it is required to have sensible initial 

estimates. Empirical study has shown that, for discrete 

HMMs, uniform distribution can be used as the initial 

estimate [40]. Initial estimates are essential in the continuous-

distribution case and can be obtained in a no. of ways 

including Segmental K-Means algorithm [35, 36] with 

clustering. 

The recogniser discussed here is for isolated words 

recognition not for continuous speech. Block diagram of a 

typical HMM based isolated word recogniser [39] is shown in 

Fig. 2 Where first the input signal (speech signal) is fed to the 

feature analysis module. Then the observation sequences, 

obtained after the vector quantisation, are used for probability 

computation against all the models of the dictionary words 

and finally the word whose model likelihood found to be 

highest is said to be recognised. The detailed description 

ofthis recognition process is given in the section 2.1 

specifically for the system implemented. 

 

Fig. 2.Block Diagram of an isolated word HMM 

recognizer [31] 

2. SPEAKER DEPENDENT ISOLATED 

HINDI WORD RECOGNIZER 
Speaker dependent isolated word recogniser is one of the 

simplest kinds of recogniser which is based on the fact that 

the system will recognise the speech for a particular speaker if 

and only if he/she has already trained the system by first 

building the vocabulary of the recognition system for the 

words to be recognised. Otherwise the recognition rate may be 

null or unacceptably less. For building the isolated word 

speaker dependent recognition for Hindi speech here the 

HMM is implemented. A set of ten Hindi words is selected 

which is recorded by all the speakers individually. Each word 

is recorded at least 10 times by a speaker. 

 

 

 

 

 

 

 

(a) (b) 

 

 

(b) (d) 

Fig. 1.Illustration of types of  models (a) a 4-state  Ergodic Model; (b) a 6-state parallel path left-right model;        (c) a 4-state 
left-right model; (d) a 4-state left- right model implemented in this paper  
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After that the training is done and then the recognition 

(testing) is carried out by the same speaker. This process is 

repeated by all of the speakers. The working of this speaker 

independent recognition is as follows.  

2.1 System Overview 
For recording a regular microphone (Logitech PN 981-000214 

Headset) is used with the following specification : Supra-

aural, Over-the-head design; Rotating boom microphone; 100 

Hz - 16000 Hz Microphone frequency response; -38 dB/mW 

Microphone sensitivity at 1 kHz. The environment for the 

recording was not noise-free. The same conditions and 

hardware were used at the time of recognition by all the 10 

speakers.  

First a vocabulary of V=10 is selected which have to be 

recognized. . Here the recordings are done by the talkers from 

various states of India in order to consider the variations in 

their accent, which includes Jammu and Kashmir, Rajasthan, 

Gujarat, Uttar Pradesh, Madhya Pradesh, Bihar, Jharkhand, 

Orissa, Chhattisgarh and Assam; who have inured their native 

languages. Then for each word in vocabularyK=10 

occurrences were recorded and each occurrence here 

epitomize to an observation sequence. These observations are 

nothing but some appropriate representation of the temporal 

or spectral characteristic of the words. The feature analysis 

here implemented is the MFCC, a representation defined as 

the real cepstrum of a windowed short-time signal derived 

from the FFT of that signal. MFCC is preferred here because 

study has showed the MFCC representation to be beneficial 

for speech recognition [42]. For each word a distinct HMM is 

built and the model parameters are thus required to be 

estimated. The good initial estimates of the parameters of 

bj(Ot) densities are vital for appropriate and fast convergence 

of the re-estimation formulas. After initializing the HMM, on 

the basis of current λ the set of training observation sequences 

are segmented into states. This segmentation is achieved by 

implementing the Viterbi algorithm, and then backtracking 

along the optimal path. As a result of this segmentation of 

each of the training sequence, for each of the N states, is a 

maximum likelihood estimate of the set of observations that 

occur according the current model within each state Si. The 

updated initial parameters are calculated with the help of K-

means algorithm by means of Euclidian distortion measure. 

Baum welch algorithm is used for re-estimating the 

parameters [43]. 

In recognition phase any utterance is recognised by first 

obtaining the feature vectors from the speech signals (using 

MFCC). Then the measurement of Observation sequence is 

done O = {O1, O2, O3,……O T} ; followed by calculation of 

model likelihoods, by implementing Viterbi algorithm, for all 

the models in order to have it for all the words in vocabulary. 

Then using the function v*= [P(O| λv)], 1≤v≤V to find out the 

word whose model likelihood is highest. This word is said to 

be recognised. The flow diagram of the system for a test 

signal is illustrated in the figure 3. 

2.2 System Interface 
The interface of the system wasdeveloped using Matlab®.It is 

designed to be simple and user-friendly. The Menu for 

recording is shown in Fig. 4. The Fig. 4(a) shows the initial 

recording interface whereas the Fig. 4(b) shows the recording 

menu for additional words when one or more than one words 

have been already recorded by the speaker. 
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Fig.3. Block Diagram of Recognition system implemented 

 
(a) 

 
(b) 

Fig. 4.User Interface (a) initial recording menu; (b) menu 

for recording additional words;   

2.3 Results 
Results achieved for speaker dependent isolated hindi word 

recognizer are quite satisfactory. As the recording 

environment at the time of building the vocabulary as well at 

the time of testing was not noise free and the successful 

recognition here obtained is 98.6%. The speech signals, used 

for training, were manually trimmed to remove silence from 

start and end of the signal. Table 1 is showing the results 

obtained by this speaker dependent isolated Hindi word 

recognizer for 10 speakers (4 Females, 6 Males) where each 

speaker has tested every word in the dictionary 10 times. The 

table entry shows out of 10 the number of correctly 

recognized utterances. 

 

1 2 3 4 
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3. SPEAKERINDEPENDENTISOLATE-

D HINDI WORD RECOGNIZER 
The same basic blocks and techniques are used as in speaker 

dependent recognizer discussed above. The only difference 

lies in the training phase where instead of recording utterances 

for individual speakers, a dictionary is made from recording 

by 10 speakers, vocabulary of V=10 is selected which have to 

be recognized. Now for each word in vocabulary there are 

exactly two occurrences per speaker and thus a training set of 

total K=20 occurrences was used. All the talkers who have 

participated in recognition (10 males) are different from 

speakers (10 males) who have contributed in building the 

dictionary for training phase. Thus the recognizer here works 

in a speaker independent manner. The idea is inspired from 

the theory and results given by Rabiner et al. [43]. Table 2 is 

showing the results obtained by this speaker independent 

isolated Hindi word recognizer. The speaker independent 

isolated word recognizers [44] as well as continuous speech 

recognizers [46-48] both are the area of interest for the 

researchers and significant work has being done incorporating 

various techniques and introducing modification [49-54] to 

the existing system. 

3.1 Results 
The performance of this isolated Hindi word recogniser has 

not been degraded too much with the testing in a speaker 

independent fashion as compared to the speaker dependent 

isolated Hindi word recogniser. Even here no manual 

trimming of training set signals has been done. The 

recognition results obtained here, 97.5%, are thus quite 

motivating. 

 

Table 1. Recognition Results for speaker dependent isolated Hindi word recognition 

 

Word to be 

recognised 

Recognition Results 

Speaker 1 Speaker 2 Speaker 3 Speaker 4 Speaker 5 Speaker 6 Speaker 7 Speaker8 Speaker 9 Speaker 10 

Ishan 10/10 10/10 10/10 10/9 10/10 10/10 10/10 10/10 10/10 10/10 

Ashwini 10/10 10/9 10/10 10/10 10/10 10/9 10/10 10/10 10/10 10/10 

Darshan  10/9 10/10 10/10 10/8 10/10 10/10 10/10 10/10 10/10 10/10 

Shastry 10/10 10/10 10/10 10/10 10/9 10/10 10/10 10/10 10/10 10/10 

Devendra 10/8 10/10 10/9 10/10 10/10 10/9 10/10 10/10 10/10 10/10 

Tejash 10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/10 

Sudeshna 10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/9 10/10 

Shilpi 10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/10 

Mitali 10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/10 

Ashok 10/10 10/10 10/10 10/10 10/9 10/10 10/10 10/10 10/10 10/9 

Recognition 

Rate (%) 
97 99 99 97 98 98 100 100 99 99 

 
Table 2. Recognition Results for speaker independent isolated Hindi word recognition 

 

Word to be 

recognised 

Recognition Results 

Speaker 1 Speaker 2 Speaker 3 Speaker 4 Speaker 5 Speaker 6 Speaker 7 Speaker8 Speaker 9 Speaker 10 
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10/10 10/9 10/10 10/10 10/10 10/10 10/10 10/10 10/9 10/10 
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10/9 10/10 10/9 10/10 10/10 10/10 10/10 10/10 10/10 10/10 

Darshan  
10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/9 10/10 10/10 

Shastry 
10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/10 

Devendra 
10/10 10/7 10/8 10/10 10/10 10/9 10/10 10/9 10/10 10/9 

Tejash 
10/10 10/9 10/10 10/10 10/9 10/8 10/10 10/10 10/10 10/10 
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10/10 10/10 10/10 10/9 10/10 10/10 10/10 10/10 10/10 10/10 

Shilpi 
10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/10 

Mitali 
10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/10 10/10 

Ashok 
10/9 10/8 10/10 10/10 10/10 10/9 10/10 10/10 10/9 10/8 

Recognition 

Rate (%) 
98 93 97 99 99 96 100 98 98 97 
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4. CONCLUSION  
The isolated word recognition for Hindi speech is performed 

in both speaker dependent and independent manner. The 

existing models developed for English language can’t be used 

directly for Hindi because out of 64 phones in Hindi language 

only 39 are present in English. It is hard to achieve 100% 

recognition in Hindi language with models designed for 

English language. This happens due to their phonetic space 

differences raised because of their different acoustic 

characteristics. Despite Hindi  being  a  phonetic language,  

for which better  rules  can  be  formed  to  generate  the base-

forms from  spelling, with the way people from different part 

of India use this language these  rules  are  not  followed  at  

times.  

The results obtained here in both the cases are quite 

satisfactory and could be further improved by using better 

noise canceling hardware and techniques. Moreover, the 

recognition of similar words could be improved by using 

better codebook generation. The speaker independence is 

achieved successfully which could be further enhanced by 

increasing the training data set by more number of speakers as 

well as instigating specialized paradigm for speaker 

independence. The implementation of large vocabulary 

speech recognition as well as recognition of continuous 

speech is left as a part of future work.  
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