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ABSTRACT 

There are many real world scenarios where a portion of the 

image is damaged or lost. Restoring such an image without 

prior knowledge or a reference image is a difficult task. Image 

inpainting is a method that focuses on reconstructing the 

damaged or missing portion of images based on the 

information available from undamaged areas of the same 

image. The existing methods fill the missing area from the 

boundary. Their performance varies while reconstructing 

structures and textures and many of them restrict the size of 

the area to be inpainted. In this paper exemplar based 

inpainting is adopted in a hierarchical framework. A 

hierarchical search space refinement and hierarchical filling 

are proposed in this paper which increases the accuracy and 

handles the extra cost due to multi resolution processing in a 

better way. The former tries to select an exemplar suitable at 

all resolution levels restricting the search space from the 

lower resolution level. The later fills the region at lower 

resolution level whose results are taken to the higher levels. 

This makes the non boundary pixels known in the higher 

resolution level which in turn helps in search space refinement 

while increasing accuracy. 

Keywords: Image inpainting, Hierarchical inpainting, 

exemplar based inpainting. 

1. INTRODUCTION 

A Photographic picture is a two dimensional image which can 

contain many objects. One may be interested in the object or 

scene that is hidden by another. For example, a beautiful 

picture may contain some letters written on it or a view of the 

Taj mahal maybe occluded or a historic painting may be torn 

or damaged. Here the picture below the letters, the occluded 

portion of the Taj mahal and the damaged portion of the 

painting needs to be restored. These become the missing 

portion or damaged portion of the image. The missing area is 

specified by the user based on color or a template called as 

mask. Image inpainting is an image restoration technique, 

which aims in automatically restoring missing information of 

image according to the information around damaged region. 

Inpainting is mainly used for heritage conservation, 

restoration of old photographs, removal of occlusions, special 

effects in photos and so on.  

The inpainting problem can be considered as assigning the 

gray levels to the missing area called as Ω with the help of 

gray levels in the known area Φ of the same image as shown 

in Fig. 1, through the boundary ∂Ω. The restoration of the 

structural information like edges or textural information like 

repeating patterns pose a major challenge for the inpainting 

techniques.  

 

Fig. 1: Digital Image Inpainting 

The technique presented in this paper is motivated by the 

Human visual system, in which a portion of the image blends 

with its neighborhood when viewed from various distances. 

Hence a similarity of the missing portion with the source 

region at various resolution levels is expected to provide a 

better result. The inpainting technique hence uses a patch 

based technique where the exemplars are extracted by 

sampling at various resolutions of an image. The set of closer 

matching patches from Φ are taken at lower resolution. This is 

then used as the starting set for a similar matching process at a 

higher resolution. Regions around each of the matches are 

then examined again at the higher resolution to find the best 

match with the boundary patch. The process is repeated until 

the final target image resolution; where upon the best match is 

used to generate the reconstructed pixel. This limits the search 

space, yet allows for some variation in best match from one 

scale to another. In another variation the missing area of the 

image at lower resolution is filled first using the exemplars 

obtained at that resolution. As a result, some intermediate 

pixels in the next higher resolution will be known. The 

process is repeated for different levels until all the pixels in 

the missing area are filled. By this process the coarser details 

which are represented in the lower resolution are filled first 

and then the finer details are filled. This results in better 

reconstruction. 

 

2. STATE OF ART 

Digital image inpainting is an ill posed problem and has many 

possible solutions. The inpainting problem has been discussed 

in [9] and [22]. Interpolation based solutions are discussed in 

[3] and [6]. Diffusion [1], level set, and other Partial 

Differential Equation models[21] have been \suggested for 

solving the problem. The methods in [9], [10], [11], [12], [13], 

[17] and [19] uses Partial differential equations(PDE) for 

inpainting. These methods work well for inpainting smaller, 

non-textured regions. They perform inpainting by repeatedly 

convolving Ω using PDEs. These methods iteratively 

propagates information from δΩ into Ω. The process is 

stopped when a steady state is reached. This procedure 

introduces noticeable blurring, when the pixel has significant 

contrast changes. The methods like standard concentric layer 
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filling [19] and desired filling behavior [16] results in over 

shooting artifacts while propagating the linear structures. 

Inpainting can also be considered as an image synthesizing 

problem and hence texture synthesis methods could be 

adopted. Texture synthesis involves synthesizing an image 

that matches the appearance of a given texture[7]. The 

synthesized image may be of arbitrary size which should 

appear similar to the original image. Various texture synthesis 

method could be found in [2], [5], [8], [14], [15], and [18]. 

The method presented in [15] uses an image containing white 

random noise and synthesizes based on the original texture. A 

raster scan ordering is performed for all output pixels in the 

noisy image. The spatial neighborhood of each output pixel is 

compared to all possible neighborhoods in the original 

texture. The synthesized image appearance depends on the 

size and the shape of the neighborhood that is used. A 

combination of texture synthesis and digital inpainting has 

been tried in[4], [16] and [20]. They perform well in 

reconstructing textures but lag in structure propagatiom. 

Exemplar based techniques [23] and [24] could be considered 

as patch based texture synthesis method.. The algorithm 

in[24] assigns priority values of the fill-front based on the 

structural information surrounding it and fills Ω using 

exemplar patches in the order of priority. The purpose is to 

simultaneously preserve both texture and structure. In 

Exemplar based inpainting, it is difficult to produce 

reasonable results for synthesizing textures that do not have 

similar patches in the fill-front say δΩ, and it does not handle 

depth ambiguities.  

 

3. HIERARCHICAL EXEMPLAR BASED 

IMAGE INPAINTING 

The exemplar based methods provide better result of larger 

area of inpainting and it does not blur the edges. However the 

textures on the boundary are propagated in to the inpainting 

area which collapses the larger structural information. This 

could be avoided by considering images at different resolution 

levels. Hierarchical methods at various image resolutions are 

capable of handling such a scenario. In this paper, two 

variations of such a Hierarchical method are proposed which 

uses the exemplar method as a basis. In both cases the input 

image is sub sampled to form images of lower spatial 

resolution. The algorithm starts with the lowest resolution and 

proceeds to higher resolution until the original image size is 

reached. These images form a hierarchy with actual sized 

image being considered to be at level1. The level number 

increases for each down sampling with the lowest spatial 

resolution image represented with the highest level number. 

The area to be inpainted is specified by the user through color 

selection or region selection in the actual sized image. This is 

called as mask. The pixels in the mask are then tagged and 

traced across the hierarchy during the inpainting process.  

3.1 Hierarchical Search Space Refinement 
The mask pixels in the lowest spatial resolution are traced and 

the boundary pixels are identified. The exemplar patches are 

formed with a boundary pixel as the center and including 

certain pixels from known area also called as source region 

(Φ) and certain pixels from mask also called as target region 

(Ω) as shown in Fig. 2. The known pixels in the patch form a 

basis for searching similar pixels in the known area.  

 
Fig. 2: Selection of a patch  

 

In the traditional exemplar method an extensive search is done 

on the known area looking for closer matching patch for each 

exemplar patch. If the patch size is n x n and image size is M 

x N, then the search involves all possible n x n patches in the 

image. Neglecting the patches involving the mask area, the 

number of patches for each boundary pixel approximates to 

Eqn (1) 
(     )(     )  |  |   (1) 

For an image at level ‘i’ with |Ωi| mask pixels, the number of 

patches will approximate to Eqn. (2). It is evident that as the 

image size decreases the possible patches to search also 

decreases. 
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 However if the process is repeated for each level then the 

number of patches will be more as given by the eqn(3). 
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 In order to reduce the search cost, the closest matching 

patches up to a certain threshold are identified and their 

central locations are stored for each boundary pixel. In the 

next higher level, the boundary is again identified and the 

process is repeated for newly popped boundary pixels. The 

search involving the previous level boundary pixels as patch 

center is restricted to a small neighborhood of the locations 

stored earlier. The list is then updated and the process 

continues until the actual sized image where instead of storing 

the locations, the pixels are copied into the unknown area 

from the best matching patch. In order to ensure better 

propagation of information, the patches are filled in an order 

of priority. The patches with more known values results in 

better matching, the patches with more edges results in better 

structure propagation and the presence of boundary pixels in 

more levels signifies the persistence at various levels. These 

factors decide the priority of filling and are termed as 

confidence term, data term and scale factor respectively. The 

confidence term and data term imitate the ones used by 

Crimsini in [24]. Let Ψp be the patch of size n x n centered at 

point p for some p є δΩ as shown in Fig.2. The terms for the 

patch are calculated using Eqn. (4),(5)and (6). The effect of 

each term is briefly discussed below. 

 

3.1.1Confidence term (C(p)): Patches at the corners and 

thin protrusions of the target region has more known pixels 

from the original image. On filling such patches first tend to 

give more reliable information. Hence boundary pixels are 

given higher confidence values whereas inner missing pixels 

are given lesser confidence values. The confidence values for 

the known area and inpainting area are initialized as 1 and 0 

respectively. For a patch centered at ‘p’ the confidence term is 

calculated using Eqn.(4) 
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(4) 

 

3.1.2 Data term (D(p)) : Patches that include more edges 

in the known area will tend to fill first. This factor is a 

measure of the edge information present in a patch. It helps in 

preserving linear structures and, ensures the structure 

propagation into the target region. The values in the known 

area are initialized to the gradient magnitude. The term for a 

patch centered at ‘p’ is then calculated using Eqn. (5) 

 

(5) 

 

3.1.3 Scale factor(S(p)): The unknown pixel that is 

persistent at various resolution levels tend to fill first. This 

term measures the existence of pixels at various levels. The 

value is initialized to 1 for all pixels in the actual sized image. 

When a pixel exists at other level its value is incremented by 

1. This helps in filling the coarser information first. For a 

boundary pixel ‘p’ it is calculated using Eqn. (6) 

 

(6) 

 

The overall priority of the missing pixels are calculated by 

Eqn.(7), 

(7) 

  

The patch with highest priority (say α) is found and filled with 

best match region from the source region Φ. The best match is 

identified with the minimum Sum of square difference 

between the patches. The search for the best match is limited 

to the locations as specified earlier. After the filling process 

the boundary gets altered; the confidence and data terms are 

updated from the best match. The filling process is repeated in 

the actual sized image until all unknown values are filled.  

 

3.2 Hierarchical Filling 
This method uses the exemplar technique in a hierarchical 

manner. Without the hierarchy this method boils down to the 

traditional exemplar based method. It fills the unknown pixels 

in the lowest image resolution first which ensures the coarser 

information being filled first. When the results are taken to the 

next higher level it results in certain non-boundary pixels 

being filled. As a result a single larger mask is now broken to 

many relatively smaller masks. While filling from lower 

resolution the finer details get added to the coarser 

information that is filled earlier.  

The mask pixels are traced to the lowest resolution level. The 

confidence and data terms are calculated as specified in the 

previous section. The overall priority now involves these two 

terms as the scale factor is implicitly taken care by the top 

down approach. The patch with maximum priority is chosen 

(say β) and similar patch is searched in the known area of the 

same resolution level. The pixels in the equivalent position of 

the unknown pixels in β are copied from the best match. The 

confidence term and the data term are updated for the newly 

filled pixels and the process is repeated until all mask pixels 

in that resolution level are filled. The results are taken to the 

next higher resolution (lower level) and the filled using 

exemplar method. This process repeats until the filling is done 

in the actual sized image.For color images the algorithm is 

repeated for each color channel. YCbCr color model is 

adopted. The RGB image is converted to YCbCr using the 

Eqn (8),(9) and(10). 

Y = 16 + 0.257. R  + 0.504. G + 0.098.B…… (8) 

Cb = 128 – 0.148.R – 0.291.G + 0.439.B…… (9) 

Cr = 128+0.439.R – 0.368. G - 0.071.B…… (10) 

4. PERFORMANCE ANALYSIS 

Experiments have been done on various images for different 

mask size and shape. Images with different structures and 

textures are considered for experimentation. The input images 

are resized to its nearest 2n size. The image with red colour 

mask, the inpainted result using Partial Differential Equation 

(PDE) and the inpainted result using exemplar method is 

shown in Fig 3(a),(b) and (c) respectively. It is evident from 

the images that PDE based methods result in blurring while 

the exemplar method reconstructs in a better way.  

 
(a)Original image (b) Inpainted by PDE  (c) Inpainted by  

              exemplar  

Fig. 3: Comparison with Differential Equation method 

 

Fig 4 has been reproduced from [24], shows the result of 

exemplar based method on the actual sized image (Level 1). 

The texture propagated into the area destroying the structure 

of the roof is indicated in top red circle. The green area 

propagated into the water body as shown in the bottom red 

circle.  
 

 
Fig. 4: Inpainted image by exemplar technique 
 

The result of hierarchical method on a similar image is shown 

in Fig.5. Fig 5(a) and (b) show the original image and the 

image with mask. Fig5(c) and (d) shows the result of 

Hierarchical search space refinement and Hierarchical filling 

respectively. It could be seen from the result that the structure 

propagation is better in the hierarchical filling than the search 

space refinement technique. The distortion introduced is 

slightly higher in the former.  
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    (a): original image (b): Image with mask 

 
(c): Hierarchical search    (d):Hierarchical filling 

 space refinement 

Fig 5: Inpainted result from Hierarchical methods 

 

The result of Hierarchical filling for an image with linear 

structure and regular shape is shown in Fig.6 and Fig. 7 

respectively. In each case the top row specifies the original 

image and the bottom row shows the result of Hierarchical 

filling at various levels. Inpainting from level 1 shows the 

exemplar based method on the original image. It could be 

seen that the hierarchical method at level 3 gives better result 

for image in Fig.6 while reconstruction from level 2 gives a 

better result for the regular shapes in Fig 7. 

 

(a): original image   (b): Mask used    (c)Image with mask 

 (d):from level 1    (e): from level 2         (f):from level3 

Fig 6: Inpainted result from Hierarchical Filling at 

various levels 

 

The performance analysis of inpainting algorithms is usually a 

subjective process. In order to show the improvement of the 

algorithm and make the analysis an objective process, an area 

in the image is chosen by the user. This area is then 

reconstructed using the inpainting algorithm. Since the image 

values in the inpainted area is known before reconstruction, 

the root mean square error can be calculated from the 

reconstructed pixels and the original pixels. This is used as a 

metric for the performance analysis.  

 

(a): original image   (b): Mask used   (c)Image with mask 

 

(d): from level 1    (e): from level 2         (f): from level3 

Fig 7: Inpainted result from Hierarchical Filling at 

various levels 

 

In Table 1 the error values are tabulated for the reconstructed 

image with a) confidence term alone, C(P), b) with confidence 

and data term, C(P) &D(P) and c) with confidence term, data 

term and the scale factor, C(P),D(P)&S(P) where the image is 

reconstructed from 3 different levels. 

 

Table 1: Reconstruction error for various algorithms 

using Hierarchical search space refinement 

Levels  C(p) C(p) 

&D(p) 

C(p) & 

D(p) & 

S(p) 

 

Image 

1 

Level 1 17.9010 16.3014 13.8910 

Level 2 17.3218 15.4017 12.1065 

Level 3 17.1118 14.9018 9.9039 

 

Image 

2 

Level 1 16.9017 15.1978 12.4190 

Level 2 16.0391 14.7813 10.9034 

Level 3 15.3056 13.9018 9.1945 

 

Image 

3 

Level 1 15.9201 13.5132 10.4910 

Level 2 15.4804 12.8301 9.9015 

Level 3 15.1190 12.0014 8.4015 

 

Image 

4 

Level 1 13.1945 12.2018 10.3015 

Level 2 12.8109 11.9015 10.0034 

Level 3 12.5015 11.2178 9.5016 

 

Image 

5 

Level 1 17.1309 15.3407 12.1078 

Level 2 16.3012 15.1195 11.1841 

Level 3 16.0187 13.9075 10.2819 

 

Image 

6 

Level 1 12.4857 12.0485 11.3839 

Level 2 11.9474 11.4859 10.3849 

Level 3 10.4642 10.2849 9.8338 

 

Image 

7 

Level 1 9.4748 9.1363 8.9383 

Level 2 8.5467 8.4939 8.3393 

Level 3 8.5371 8.3923 8.2484 

 

Image 

8 

Level 1 10.3747 9.9373 9.7393 

Level 2 9.9383 9.7383 9.5373 

Level 3 9.1939 9.0837 8.9371 

 

Image 

9 

Level 1 21.3638 20.7372 19.6336 

Level 2 20.3638 19.3838 18.3636 

Level 3 19.3363 18.7363 17.3637 

 

Image 

10 

Level 1 23.6471 22.7479 21.6467 

Level 2 22.6737 21.3738 20.4747 

Level 3 21.3673 20.7371 20.0383 
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Fig 8: Plot of reconstruction error in Hierarchical search space refinement 

 

Fig 9: Plot of reconstruction error in Hierarchical search space refinement and Top down Hierarchical filling 

 

The reconstruction is similar to fill front (onion peel) 

algorithm with confidence term alone. The reconstruction 

with the confidence and data term specifies the exemplar 

based method and the third one is the search space refinement 

algorithm proposed in this paper. Reconstruction at level 1 

signifies the algorithms applied on the actual sized images 

whereas reconstruction from level 2 and 3 specifies the 

hierarchical method imposed on the corresponding 

algorithms. A graph plotted for these values is shown in Fig 8. 

In the graph, 3 sets of points signifying the level numbers are 

plotted for each image. From the graph it is clear that the error 

for Hierarchical search space refinement algorithm is less than 

the other methods and that the increased level numbers 

reduces the error further. 

The reconstruction error for Hierarchical filling method 

for 3 different levels is given in Table 2. Filling from level 1 

signifies the exemplar based method and the others specify 

the image reconstructed from the down sampled versions. 

From the table it can be observed that hierarchical filling 

reduces the error.  

 

Table 2: Reconstruction error for Hierarchical filling 

algorithms for various levels 

  
 

Level1 Level2 Level3 

Image1 19.721 18.921 18.7826 

Image2 24.1045 24.1023 22.4619 

Image3 26.9017 25.1813 24.9471 

Image4 23.0916 22.7168 21.9036 

Image5 22.561 21.9015 18.3719 

Image6 21.8217 21.1059 20.539 

Image7 26.3018 25.3018 24.8028 

Image8 26.1637 25.9364 25.6476 

Image9 31.9474 31.3647 30.6478 

Image10 36.1937 35.7464 35.5657 
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Fig.9 shows a plot of reconstruction error for ten different 

images inpainted from 3 different levels using the 

Hierarchical search space refinement method mentioned as 

bottom up approach and the Hierarchical filling method 

mentioned as top down approach. From the graph it could be 

seen that Hierarchical filling method performs better in 

majority of the cases. 

5. CONCLUSION 

Digital image inpainting has a wide application in predicting 

the unknown portion of the image. Existing methods differ in 

the propagation of the information into the unknown area and 

majorly fails when the mask size is large and in natural 

textured images. This paper addresses this issue using 

hierarchical approach in two different ways. A search space 

refinement method looks for a plausible similar match at 

various resolution while another filling method breaks the 

larger mask into smaller ones from the lower resolution. The 

algorithms have been analysed on various images and with 

varying factors. It is evident from the results that Hierarchical 

approach improves the quality of reconstruction and that 

hierarchical filling provides a better solution among the two. 

The number of levels required for proper reconstruction varies 

based on the image nature. Since the images are obtained by 

simple subsampling process distortions occur in the 

reconstructed image. These distortions are prominent beyond 

5 levels for natural textured images and 3 levels for images 

containing regular shapes. An algorithm that utilizes the 

nature of the image could be developed for better inpainting. 
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