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ABSTRACT 
A Cloud Computing is a promising paradigm for life of 

software and there survive. A lot of industries, companies and 

institutes decide to take benefits of their own cloud 

environments such as Infrastructure as a Service, Software as 

a Service, Platform as a Service which is heart of cloud 

computing. A Scheduler is required to schedule number of 

virtual machine as per virtual machine request from 

consumer. Scheduler schedules number of virtual machine 

request such that to save maximum energy and achieve 

greater degree of load balancing and less resource utilization. 

In this paper we review research work which is recently 

proposed by researchers on base of energy saving scheduling 

techniques which are recently developed.  
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1. INTRODUCTION 
Now a days cloud computing is a promising computing 

paradigm which is to support virtualization, scalable resource 

utilization, para-virtulizaion and provide services such as 

Infrastructure as a Service, Software as a Service, Platform as 

a Service.  Computer scientist predicting that cloud system is 

next generation operating system. Google engineers say a 

magnificent sentence maintains thousands of servers, warned 

that if power consumption continues to increase, power cost 

can easily overtake hardware cost by a large margin [2]. 

Consumer of cloud only needs internet connection. The 

burden of purchasing a new license copy, installing an 

application, update that copy monthly all burden can be 

removed, if users are cloud utilize [1],[6],[7]. Cloud can easily 

provide all these facilities. Cloud computing is open source 

for cloud developers [1]. The development of hypervisors 

Xen, KVM, VMware, Virtual box, Eucalyptus [3] etc. 

triggering development of commercial and Open source 

Cloud environment. It can offer services on base of energy, 

power Pay-per use model.  In office environments, computers, 

Monitors account for highest energy consumption after 

lighting. Power dissipation is also a major concern in portable 

battery operated devices that have rapidly increased [2]. 

Green computing is a new inclination, trend for high end 

computer. For example, a 360 –Tflops supercomputer (such as 

IBM Blue Gene/L) with conventional processor requires 

20MW to operate which is approximately equal to sum of 

22,000 US households power consumption [15], [16], [14]. It 

is 0.5 % of world total electricity usage [14], [17].  

A variety of scheduling techniques have been developed in 

previous years. FCFS, Greedy[4], round robin[5], Priority 

Scheduling, Shortest Job First, Back Filling in operating 

system for scheduling number of processes coming from 

users. All this algorithms are to save amount of energy. In this 

paper we focus survey of scheduling algorithms which are 

energy saving and maximum load distribution with less 

response time and minimum use of resource utilization.  

2. REVIEW OF RELATED WORK 
In this decade we refer many approaches viz. algorithm, 

methods, paradigms, techniques how to schedule virtual 

machines running on physical machines and also concentrate 

on energy consumption less, optimization , fully workload 

distribution  , exploitation with physical machine ratability. 

M. Devare et al [6] proposed a scheduling policy to 

implement Scheduler which assign number of virtual machine   

requests coming from consumer  to virtual machines on the 

base of ‘bully’ and “non-bully” approach. 

M.Sheikhalishahi et al [1] proposed multi-level and general-

purpose scheduling approach for energy efficient computing 

through software part of the green computing. The 

consolidation are well defined for IaaS cloud paradigm, 

however it is not limited to IaaS cloud model. The policies, 

models, algorithms and cloud pricing strategies are being 

discussed in general. The solutions in the context of Haizea 

are shown, through experiments. The big improvement in 

utilization and energy consumption is found as workloads are 

running with lower frequencies. The coincidence of energy 

consumption and utilization is improved. 

M. Devare et al [7] discusses various hypervisors their 

development strategies and facilities for the Cloud systems. 

The Xen, VirtualBox, KVM and VMWare are being 

discussed. Moreover, it illustrates the comparison of cost 

reduction in electricity utilization due to virtualization and 

cloud systems. 

Jiandun Li et al [8] introduce a hybrid energy-efficient 

scheduling algorithm for private clouds to reduce coming 

request response time, balance workload when data centre is 

running in low power mode and design algorithm on the base 

of pre power techniques and Least-load first algorithm. 

Jiandun Li et al [9] introduce a hybrid energy-efficient 

scheduling algorithm for private clouds, concentrated on load 

balancing, Load migration on the base of state of virtual 

machines, count response time. If response time increases 

then energy also increases.  So they minimised response time 

in their algorithm.  

Saurabh Kumar Garg et al [10] presented a few scheduling 

approaches that could utilize heterogeneity across various data 

centres. Akshat Verma et al. [11] also present a dynamic   

power aware strategy.    
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Chuliang Weng, Zhigang Wang et al [12] present hybrid 

scheduling framework for the CPU scheduling in the virtual 

machine monitor. Two types of applications are high-

throughput type and concurrent type. Virtual machine sets 

concurrent type when majority of workload is concurrent 

applications in order to reduce cost of synchronization. 

Otherwise it is set to high-throughput type by default. 

Experiments and results show that framework and scheduling 

strategy is flexible to improve performance of virtual 

machine. 

Gaurav Dhiman, Giacomo Marchetti et al [13] focus on 

vGreen developed MPC balance algorithm that concentrates 

on CPU and memory utilization decrease, amount of power 

save up to 15% to 20% of total power required. Power is 

directly propositional to energy so amount of energy also 

save. 

 Gregor Von Laszewski et al [14] proposed scheduling virtual 

machine in a compute cluster to reduce power consumption 

through Dynamic Voltage Frequency Scaling (DVFS), 

implementation of energy efficient algorithm to allocate 

virtual machine. 

  Bo Li, Jianxin Li et al [20] states Energy aware heuristic 

algorithm on base of distributes workload in virtual machine 

with minimum number of virtual machines or nodes required 

that workload. So that workload migration, workload resizes 

virtual machine migration these approaches are used in 

algorithm.  

3 METHODS  
3.1 Hybrid Energy Efficient Algorithm 
Jiandun Li et al [8], [9], [22], [23], [24],[31] proposed hybrid 

energy efficient scheduling algorithm on pre-power technique 

and least-load first algorithm. Experiment and result show that 

approach can save maximum response time to conserve more 

energy and achieve higher load balancing. Virtual workflow is 

using Gaussian distribution assumption. Scheduling algorithm 

has following characteristics  

 Intrusion not accepted. 

 Workflow attributes regularly changes. 

 Conserve energy, where as keeping response time is too 

long.  

 Migration is applied. 

Algorithm [9] is to reduce response time, to conserve energy 

and load balancing. If response time increases then energy 

also increase, so response time (R) is directly propositional to 

energy (E),  

                                        

This algorithm [9] contains three states of virtual machine 

busy, idle and sleep.  Busy indicates virtual machine is 

running at high speed but uncompleted workload whereas idle 

indicates virtual machine running at high speed but no 

workload right now. And sleep is deep sleep. Sleep virtual 

machine requires more time to awake as compare to busy 

node. Algorithm calculates left capacity LC, least load LL, 

and unbalanced load UL. If        indicates left capacity 

running low, then start number of virtual machine at that 

instance , else if        shows least capacity running high 

perform migration. It searches minimum workload virtual 

machine called source virtual machine.  If source virtual 

machine is in idle state then shutdown it. Then it finds new 

source virtual machine with minimum load and find target 

virtual machine with sub minimum load and then it applies  

migration , using migration maximum energy save. Figure.1 

shows steps of hybrid energy efficient algorithm [9]. 

 

 

 

Fig 1. Procedure of hybrid energy-efficient scheduling 

algorithm 

3.2 Power-Aware Scheduling of Virtual 

Machines  
Gregor von Laszewski [14],[18],[19],[29],[30] state 

scheduling algorithm focus on scheduling virtual machines 

such that to calculate cluster to minimize power consumption 

via Dynamic Voltage frequency scaling (DVFS). Algorithm 

[14] is implemented in a simulator DVFS-enabled cluster by 

dynamically scaling supplied voltage. This is scenario 

operated for multiple voltages and frequencies, virtual 

machines are scheduled such that minimum voltage and 

frequency is required. Following parameters are considered 

operating point op, Energy E, power P, Voltage v, Frequency 

s, processing element pe. Operating point opj is defined as 

follows [14] ,  

   

                                                                                    (1) 

Where , 

opj is jth operating point, 

vop voltage of jth operating point 

sop is frequency of jth operating point  

J is total number of operating point 

 

Therefore a set of operating point for a DVFS-enabled 

processor, op  is defined as : 

                                                                    (2) 

Energy E consumption of modern processor categorised into 

                                                                             (3) 

Power consumption is defined          calculate as  

                                                                                (4) 

A= is percentage of active gates, C is total capacitance, v is 

supply voltage, s is processor frequency, time period      
Then we defined  

                                                                           (5)  

      

Whereas 

                      

 

So whole power consumption is as follows  

                                                  

In conclusion, we have following performance model  

                                                   (6) 

A cluster contains multiple compute nodes call as processing 

element pe at     cluster.  

                                                                        (7) 

A cluster C defined by processing element  
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Virtual machine is defined as  

                         
                 (8) 

Hence total virtual machine defined as  

                            {    }                              (9) 

Power consumption is directly proportional to supply voltage  

                                                           
 

Where    is the power consumption for Kth  processing 

element in a  cluster. 

Given a set of virtual machines VM and a cluster C defined 

above, find an optimal schedule f, which minimize the power  

consumption cluster C: 

                       = min   
 
                                                (10) 

where Ek is the power consumption of the Kth processing 

element in the cluster. 

On the basis of above equations algorithm [14] is 

implemented.  It Schedules virtual machines in a cluster 

minimizing power consumption. Supply voltage v of 

processor minimize by scaling down processor frequency s, 

schedule number virtual machines to pe with low voltages and 

try not to scale pe with high voltages. Algorithm [14] is 

implemented with above assumptions. Power p could be 

reduced when supplied v is minimum. Operational scenario of 

algorithm is shown in Figure 2. 

 
Fig 2. Operating Scenario of a DVFS-enabled cluster 

scheduling 

3.3 Energy-Aware Heuristic Algorithm 
Bo Li [20], [25], [26], [27] proposed a novel approach called 

EnaCloud on base of Energy saving in cloud platform. The 

energy-aware heuristic algorithm [20] is developed to get 

perfect solution for less energy consumption. Algorithm 

contains workload migration, virtual machine migration and 

resize of workload. Open node means active node or virtual 

machine in ON state. Close node means that virtual machine 

is shutdown or in CLOSE state. When workload arrives at that 

time do not start new virtual machine or close node and 

distribute that workload on already open nodes.  If number of 

open nodes are minimum and fully distribution of total 

workload on minimum number of open nodes, maximum 

number of close node then power required less. So obviously 

10% to15% energy saved when workload complete totals. 

Workload resizing includes workload inflation and workload 

deflation [20]. The migration has two goals i) minimize 

number of open nodes ii) minimize the times of migration, 

when workload arrives. The principle is inserting it into open 

node without opening close node. The algorithm based on 

heuristic rule that small workload are likely to inserted into 

the gaps so minimum number of open nodes will remain. 

Algorithm [20] idea is based on above description The 

complete process involves swap  smaller workloads with 

larger workload and reinserted smaller ones, thus a lot of 

reinsertion operation required to reduce number reinsertions 

and lower complexity of algorithm divide workload size (0,1] 

into 2M-2 subintervals according to partition method [21] 

each subinterval represents a level  
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On base of these number of parameters, algorithm [20] work 

in three procedures Insert, Pop, Resize. In Insert procedure the 

size of new workload is calculated, using First-Fit method it is 

inserted in the gap of two workloads, Pop procedure workload 

migrates from source open node to destination open node. In 

resize is rather than a pop and Insert procedure, it can be 

transformed to a Pop and Resize procedure. Figure 3 shows 

procedure of algorithm. 

 

Fig  3. Procedure of Energy-Aware Heuristic Algorithm 

4. EXPERIMENTAL RESULTS AND      

COMPARISONS 
Currently, there is no detailed comparison among energy 

efficient algorithms which are recently proposed. For the 

purpose of comparison and to find better algorithm, we 

implement these methods according to published papers. To 

compare their performance, we apply energy parameter, 

evaluate each algorithm by their energy saving strategy, 

measured their energy to find compare which is better. We 

use 4 personal computers (HCL 3.06) each have LX INFINITI 

PRO BL 1205 CPU P4 524@3.06GH with 2GB memory 

connected to 10/100 Mbps switched Ethernet.  Each host 

contain 4 virtual machines, host 1 acts as a scheduler, 

calculated Conserve Energy(E) in Joule(J) , Response time(T) 

in second ,voltage in v, frequency in ( f ) in  GHz ,Time (T) in 

second. Experimental results clearly demonstrate the 

effectiveness of hybrid energy efficient algorithm.  We state 

that hybrid energy efficient algorithm is more energy efficient 
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with maximum energy conserve i.e. 5997 J , as compare to 

power aware scheduling algorithm and energy aware heuristic 

algorithm. Basically first method is based on parameter 

Response time T, if T required is less then more energy 

conserve.   

In Power–Aware scheduling algorithm, incoming virtual 

machine request are scheduled in such a way that they will 

require low voltage and frequency.  If it is low then energy 

consumption reduces, In Energy-Aware heuristic scheduling 

algorithm it schedules virtual machine workload in such a 

way that it requires less number of virtual machines. If less 

number of machines is used then power is conserved. The 

results clearly exhibit that Hybrid Energy efficient algorithm 

more superior than Power-Aware scheduling algorithm and 

Energy-Aware heuristic algorithm. However energy aware 

heuristic algorithm is better than Power-Aware scheduling 

algorithm. 

Table 1 . Experimental Results 

Methods/ 

Algorithm 

Energy 

conserve E in J 

Response / 

Total Time 

T 

Hybrid Energy 

Efficient algorithm 
5997      4881 

Power- Aware 

scheduling 

algorithm 

5430 5511 

Energy-Aware 

Heuristic Algorithm 
5869 5321 

 

 

        Fig 4. Comparision of Conserved Energy In J 

5. CONCLUSION 
From the experimental result illustrated above , it has been 

proved that Hybrid Energy efficient algorithm based on 

Response time is effective.  Results show that it can not only 

reduce Response time ,conserve more energy but also 

achieves higher load  balancing. In Energy-Aware Heuristic 

algorithm based on maximum workload distribution on 

minimum virtual machine and achieves 80% to 90 % 

workload distribution, this algorithm is more powerful in 

dynamic applications.   

6. FUTURE SCOPE 
Future work includes developing scheduling scheme which is 

energy efficient, have less power consumption. It can fully 

distribute workload on less number of virtual machines using 

virtual machine migration, cloning of virtual machine, and 

workload application migration. This scheme shall be used 

effectively used in Infrastructure as a Service, Platform as a 

Service and Software as a service of cloud computing. 
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