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ABSTRACT 

Image fusion is a process of combining relevant information 

from two or more images into a single informative image. In 

this paper, wavelet transform is integrated with neural 

network, which is one of the feature extraction or detection 

machine learning applications. This paper has derived an 

efficient block based feature level wavelet transform with 

neural network (BFWN) model for image fusion. In the 

proposed BFWN model, the two fusion techniques, discrete 

wavelet transform (DWT) and neural network (NN) are 

discussed for fusing IRS-1D images using LISS III scanner 

about the location Hyderabad, Vishakhapatnam, 

Mahaboobnagar and Patancheru in India. Also QuickBird 

image data and Landsat 7 image data are used to perform 

experiments on the proposed BFWN method. The features 

under study are contrast visibility, spatial frequency, energy of 

gradient, variance and edge information.  Feed forward back 

propagation neural network is trained and tested for 

classification since the learning capability of neural network 

makes it feasible to customize the image fusion process. The 

trained neural network is then used to fuse the pair of source 

images. The proposed BFWN model is compared with DWT 

alone to assess the quality of the fused image. Experimental 

results clearly prove that the proposed BFWN model is an 

efficient and feasible algorithm for image fusion. 
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Keywords 
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1. INTRODUCTION 
The concept of image fusion has been used in many 

applications like remote sensing, medicine, automatic change 

detection, biometrics etc. To acquire an image with all the 

relevant and necessary information is not possible by using 

image-capturing devices. Hence, there is a need to fuse 

multiple images. Image fusion mainly focuses on combining 

spatial information of a high resolution Panchromatic (PAN) 

image and spectral information of a low resolution 

Multispectral image (MS) to produce  an image with highest 

spatial content while preserving spectral resolution. The 

technique of image fusion helps to obtain an image with all 

the relevant information. Depending upon the purpose of 

fusion, the fusion techniques can be classified into five groups 

[1]. Fusion of multi-view images, multimodal images, 

multitemporal images, multifocus images and fusion for 

image restoration. Multiview image fusion integrates the 

images from the same modality and taken at the same time but 

from different viewpoints. Multimodal image fusion 

integrates the images taken by different sensors to arrive at 

conclusions that are not feasible from a single sensor. 

Multitemporal fusion combines the images taken at different 

times in order to detect changes between them or to synthesize 

realistic images of objects which were not photographed in a 

desired time. Multifocus fusion of images deals with 3D scene 

taken repeatedly with various focal lengths. Ishita De and 

Bhabatosh Chanda proposed an algorithm for fusing 

multifocus images using morphological wavelets [2]. The 

multisensor image fusion helps in understanding the existing 

surroundings in a better way, which leads in better planning, 

decision-making, and control of autonomous and intelligent 

machines [3]. 

The fusion process can be performed at different levels of 

information representation such as pixel level, feature level 

and symbolic level. In pixel-level image fusion, the simple 

mathematical operations such as averaging, addition, 

subtraction/omission of the pixel intensities are applied on the 

pixel values of the source images. Generally, these methods 

have some side effects such as reducing the contrast of the 

image, etc. The next level operates on the characteristics of 

the image such as size, shape, edge, etc. This type of fusion 

comes under feature level multi-focus image fusion. Siddiqui 

et al. proposed an algorithm for block-based feature-level 

multi-focus image fusion in [4]. G. Piella proposed a region-

based multi-resolution image fusion algorithm which 

combines the aspects of region and pixel-based fusion [5]. 

The highest level of fusion is decision level fusion which 

deals with symbolic representation of images [6]. Currently, 

most of the image fusion has been performed using pixel 

based methods [7], [8]. 

In addition to simple pixel-level image fusion techniques, 

complex techniques such as Laplacian Pyramid, Discrete 

Wavelet Transform, Neural Network and advance Discrete 

Wavelet Transform techniques have been proposed. All these 

techniques have their own merits and demerits. Hence, the 

fusion techniques range from the simplest method of pixel 

averaging to more sophisticated method which integrates 

multi-resolution technique with neural network. A. Toet 

proposed an algorithm for image fusion using ratio of low 

pass pyramid [9]. K. Kannan et al. evaluated the performance 

of all the levels of multi-focused images using different 

wavelet transforms [10]. Dong et al. discussed various 

advances in multi-sensor data fusion [11]. Vijayaraj provided 

the concepts of image fusion in remote sensing applications 

[12]. 

This paper is organized into six sections. The section 2 

describes image fusion based on wavelet transform; section 3 

describes about artificial neural networks and the proposed 
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BFWN algorithm; section 4 deals with quality assessment 

techniques; section 5 deals with results and discussions; 

conclusions in section 6. 

 

2. IMAGE FUSION BASED ON 

WAVELET TRANSFORM 
Image fusion combines the information from different sensors 

taken from the same scene to achieve a new fused image, 

which contains the best information coming from the source 

images. Hence, the fused image will have a better quality than 

any of the original source images. Shi et al. presented a multi-

band wavelet-based image fusion method, which is a further 

development of the two-band wavelet transform [13]. Yao et 

al. proposed a new weighting technique based on wavelet 

transform for the fusion of a high spatial resolution PAN 

image and a low spatial resolution MS image and also 

proposed a multi-spectral image fusion algorithm based on 

wavelet transform characteristic of human vision system [14].  

 

The wavelet-based approach is appropriate for performing 

fusion task for the following reasons: 

 It is a multiscale approach which well suits to 

manage the different image resolutions. The 

multiscale information can be useful in a number of 

image processing applications including image 

fusion.  

 It allows image decomposition in different kinds of 

coefficients preserving the image information. 

These coefficients can be appropriately combined to 

obtain new coefficients so that the information in 

the source images is collected appropriately. 

 

 The final fused image is achieved by simply 

performing inverse wavelet transform.  

 

The wavelet transform decomposes an image into four 

frequency bands: low-low (LL), low–high (LH), high–low 

(HL) and high–high (HH). It provides a framework in which 

an image is decomposed, with each level corresponding to a 

coarser resolution band. For example, for fusing a MS image 

with a high-resolution PAN image using wavelet fusion 

technique, the PAN image is first decomposed into a set of 

low-resolution PAN images with corresponding wavelet 

coefficients for each level. An individual band of the MS 

image then replaces the low-resolution PAN at the resolution 

level of the original MS image. The high resolution spatial 

information is injected into each MS band by performing an 

inverse wavelet transform on each MS band together with the 

corresponding wavelet coefficients. In the wavelet-based 

fusion schemes, detailed information is extracted from the 

PAN image using wavelet transforms and injected into the 

MS image. This entire process is represented in Figure 1. 

 

3. ARTIFICIAL NEURAL NETWORKS  
The Artificial Neural Network (ANN) based method employs 

a nonlinear response function that iterates many times in a 

special network structure in order to learn the complex 

functional relationship between the input and output training 

data. A neural network consists of three layers – input layer, 

hidden layer and output layer. The input layer contains many 

neurons, which represent the feature factors extracted and 

normalized from the source images. The hidden layer consists 

of several neurons for processing and the output layer can 

have one or more neurons. In general, the ith neuron of the 

input layer connects with the jth neuron of the hidden layer by 

some specified weight and the jth neuron of the hidden layer 

connects with the kth neuron of output layer by some specified 

weight. The weighting function is used to simulate and 

recognize the response relationship between the features of 

fused image and corresponding features from the source 

images. 

 

 

Fig 1: Block diagram of the fusion scheme using DWT. 
ANN is more powerful and self-adaptive technique for 

applications such as pattern recognition when compared to 

traditional linear and simple nonlinear analysis [15], [16]. Li et 

al. describes the application of ANN to pixel-level fusion of 

multi-focus images taken from the same scene [17]. 

Sahoolizadeh et al. proposed a new hybrid approach for face 

recognition using Gabor Wavelets and Neural Networks [18]. 

Rong et al. presented a feature-level image fusion method 

based on segmentation region and neural networks [19]. 
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The first step of neural network based data fusion is to 

decompose the two registered images into several blocks with 

some pre-defined size. The features are extracted from the two 

images of the corresponding blocks, and the normalized feature 

vector incident to the neural network is constructed. Generally, 

the features used for extraction are spatial frequency, visibility, 

edge, etc. Next, the NN is trained by selecting a sample vector. 

After training, the NN model can remember a functional 

relationship and can be used for further calculations. For these 

reasons, the NN concept is adopted to develop nonlinear 

models for multiple sensor image fusion. The learning 

capability of NN makes it feasible to customize the image 

fusion process. Many applications indicate that, the ANN-

based fusion methods have many advantages, especially when 

input multiple sensor data were incomplete or with much noise. 

3.1 Features Selection  
In feature-level image fusion, the selection of different features 

is an important task. The five different features used to 

characterize the information level contained in a specific 

portion of the image are Contrast Visibility, Spatial Frequency, 

Variance, Energy of Gradient (EOG), and Edge information. 

R.Maruthi et al. proposed a fusion procedure by using a 

selection mode according to the magnitude of the spatial 

frequency and Visibility [20].  

Contrast Visibility: Contrast visibility relates to the clearness 

level of the block. It calculates the deviation of a block of 

pixels from its block’s mean value. The visibility of the image 

block is obtained using equation (1). 

    
 

   
∑

| (   )   |

  
      

                       (1) 

where µk and p*q are the mean and size of the block Bk 

respectively. 

Spatial Frequency: Spatial frequency measures the activity 

level in an image. It is used to calculate the frequency changes 

along rows and columns of the image. It is measured using 

equations (2), (3) and (4). 
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where I is the image and p*q is the image size. A large value of 

spatial frequency describes good information level in the image 

and therefore it measures the clearness of the image. 

Variance: Variance is used to measure the extent of focus in 

an image block. It is calculated using equation (5). 
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where µ is the mean value of the block image and p*q is the 

image size. A high value of variance shows the greater extent 

of focus in the image block. 

Energy of Gradient (EOG): EOG is used to measure the 

amount of focus in an image. It is calculated using equations 

(6), (7) and (8). 

     ∑ ∑ (  
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where      (     )   (   )                  (7) 

 and           (     )   (   )              (8) 

where p and q represent the dimensions of the image block. A 

high value of energy of gradient shows greater amount of focus 

in the image block. 

Edge Information: The Canny edge detector is used to 

identify the edge pixels in the image block. It returns 1 if the 

current pixel belongs to some edge in the image otherwise it 

returns 0. The edge feature is just the number of edge pixels 

contained within the image block. 

3.2 Proposed BFWN algorithm  
The proposed block based feature level algorithm which 

integrates wavelet transform with neural networks is discussed 

clearly below. 

 

Step.1 Read PAN and MS image. 

Step.2 Apply second level discrete wavelet transform to 

both the images as shown in Figure 2. 

 

Fig. 2 Second level decomposition  

Step. 3  Consider the LL2 component of both the images.  

Step. 4 Partition the LL2 component of both the images with 

into k blocks of M ˣ N size and extract the features 

for every block. The features under study are contrast 

visibility, spatial frequency, energy of gradient, 

variance and edge information. 

Step. 5 Subtract the feature values of the jth block of LL2 

subband of PAN from the corresponding feature 

values of the jth block of LL2 subband of MS. If the 

difference is 0 then denote it as 1 else -1. 

Step. 6 Construct an Index vector for classification which 

will be given as an input for the neural network. 

Step. 7 Create a neural network with adequate number of 

layers and neurons. Train the newly constructed 

neural network with random index value. 

Step. 8 Simulate the neural network with feature vector 

index value. 
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Step. 9 If the simulated output > 1 then the jth subblock of 

LL2 subband of PAN image is considered else the jth 

subblock of LL2 subband of MS image is considered.   

Step. 10  Reconstruct the entire block and apply inverse 

wavelet transform to get back the fused image. 

The block diagram of the proposed BFWN method is shown in 

Figure 3. 

4. QUALITY ASSESSMENT 

TECHNIQUES 
To assess the quality of fused image, some quality measures 

are required. Goal of image quality assessment is to supply 

quality metrics that can predict perceived image quality 

automatically. While visual inspection has limitation due to 

human judgment, quantitative approach based on the 

evaluation of “distortion” in the resulting fused image is more 

desirable for mathematical modeling.  

4.1 Qualitative Measures 
The goals of the quantitative measures are normally used for 

the result of visual inspection due to the limitations of human 

eyes. In Mathematical modeling, quantitative measure is 

desirable. One can develop quantitative measures to predict 

perceived image quality. In this work, the quality assessment is 

derived on BFWN method using noise-based measures to 

evaluate the noise of the fused image compared to the original 

MS image. The following optimal noise-based measures are 

implemented to judge the performance of fusion methods [21] 

as follows:  

Peak Signal to Noise Ratio (PSNR): PSNR is used to reveal 

the radiometric distortion of the fused image compared to the 

original image. It is defined using equation (9).  

 

     (  )         (
       

   
)               (9) 

where MSE is used to measure the spectral distortion in the 

fused image. It is defined using equation (10) 
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.where   (   ) denotes pixel (   ) of the image reference and 

  (   ) denotes pixel (   ) of the fused image,     is the 

image size 

 

 

. 

 Fig. 3 Block diagram of the proposed method BFWN 

Mutual Information Measure (MIM): MIM is used to 

furnish the amount of information of the source image in the 

used image. It is defined using equation (11).     

     ∑    (   )   
   (   )

  ( )  ( )                (11)   

where M, N are the two source images, PM(x) and PN(y) are the 

probability density functions of the individual images and 

PMN(x,y) is joint probability density function. 

Fusion Factor (FF):  FF is used to measure the amount of 

information present in the fused image. It is defined using 

equation (12). 

 

                                                 (12)                                                                    

 

where A and B are the two source images and F is the fused 

image. A higher value of FF indicates that fused image 

contains moderately good amount of information present in 

both the images.  

 

Standard Deviation (SD): SD is used to measure the level of 

contrast in the fused image. It is defined using equation (13). 
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                              (13)                      

where    ∑    
 
    and    is the normalized histogram of 

the fused image and L is the number of gray levels. A well 

contrast image has high standard deviation. 

Mean Absolute Error (MAE): MAE is used to measure the 

average magnitude of the errors in a set of forecasts, without 

considering their direction. It measures the accuracy for 

continuous variables using equation (14). 
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where   (   ) denotes pixel (   ) of the image reference 

and   (   ) denotes pixel (   ) of the fuse image and 

    is the image size. 
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5. RESULTS AND DISCUSSIONS 
In this paper, two kinds of fusion methods are implemented 

and executed on PC with 2.4 G CPU and 2.0 G RAM using  

 

Matlab 7.6.0 to compare their fusion results. The experiment 

is conducted and tested on IRS-1D PAN and MS images for 

the locations Hyderabad, Vishakhapatnam, Mahaboobnagar 

and Patancheru in India and on Landsat 7 image data and 

QuickBird image data.  

 The following Figure 4 shows the PAN, MS and the fused 

images about the location Hyderabad by using the methods 

DWT and BFWN. 

 

(a)                 (b)                  (c)                 (d)       

Fig. 4 (a) PAN image  (b) MS image  (C) fused image using 

DWT  (d) fused image using BFWN 

The following Figure 5 shows the PAN, MS and the fused 

images about the location Vishakhapatnam by using the 

methods DWT and BFWN. 

 

(a)                 (b)                  (c)                 (d)       

Fig. 5 (a) PAN image  (b) MS image  (C) fused image using 

DWT  (d) fused image using BFWN 

The following Figure 6 shows the PAN, MS and the fused 

images about the location Mahaboobnagar by using the 

methods DWT and BFWN. 

 

(a)                 (b)                  (c)                 (d)       

Fig. 6 (a) PAN image  (b) MS image  (C) fused image using 

DWT  (d) fused image using BFWN 

 

 

 

 

 

The following Figure 7 shows the PAN, MS and the fused 

images about the location Patancheru by using the methods 

DWT and BFWN. 

 

(a)                 (b)                  (c)                 (d)       

Fig. 7 (a) PAN image  (b) MS image  (C) fused image using 

DWT  (d) fused image using BFWN 

The following Figure 8 shows the PAN, MS and the fused 

images of Landsat 7 image data by using the methods DWT 

and BFWN. 

 

          (a)                (b)                  (c)                 (d)       

Fig. 8 (a) PAN image  (b) MS image  (C) fused image using 

DWT  (d) fused image using BFWN 

The following Figure 9 shows the PAN, MS and the fused 

images of QuickBird image data by using the methods DWT 

and BFWN. 

 

           (a)               (b)                  (c)                 (d)       

Fig. 9 (a) PAN image  (b) MS image  (C) fused image using 

DWT  (d) fused image using BFWN 

The calculated quality measures using DWT and BFWN 

about the location Hyderabad, Visakhapatnam and 

Mahaboobnagar image data sets are mentioned in table 1 and 

about the location Patancheru, Landsat 7 and QuickBird 

image data sets are mentioned in table 2. 

By comparing the values of PSNR for fusing the six pairs of 

data images using DWT and BFWN, the results show that 

higher values of PSNR is achieved for the proposed method 

i.e., BFWN model. The graph is depicted in Figure 10. 

Similarly, by comparing the values of SD for fusing the six 

pairs of data images using DWT and BFWN, the results show 

that smaller values of SD is achieved for the proposed method 

i.e., BFWN model. The graph is depicted in Figure 11. 
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Table 1. Comparison of different metrics using the 

methods DWT and BFWN for the locations Hyderabad, 

Visakhapatnam and Mahaboobnagar image data sets. 

 

 

Table 2. Comparison of different metrics using the 

methods DWT and BFWN for the locations Patancheru, 

Landsat 7 and QuickBird image data sets. 

 

 

Fig. 10.  Comparing PSNR values for DWT and BFWN 

 

 

Fig. 11.  Comparing SD values for DWT and BFWN 

6.   CONCLUSIONS  
The potentials of image fusion using the proposed method 

BFWN are explored. The various fusion results are analyzed 

by using quality performance metrics. For all the six image 

data sets, the higher value for PSNR, MIM and FF is achieved 

for the proposed BFWN method. The higher value of PSNR 

implies that, the spectral information in MS image is 

preserved effectively and high signal is preserved in the fused 

image. The higher value of MIM and FF indicate that 

symmetry is achieved by retaining spectral information. The 

higher value of FF indicates that the fused image contains 

moderately good amount of information present in both the 

images. For all the six image data sets, the smaller value for 

SD is obtained for the proposed BFWN method.  The smaller 

value of SD indicates that not much deviation is induced in 

the fused image. Among six images, the smaller value of 

MAE is achieved for four images by using the proposed 

BFWN method. The smaller value of MAE indicates that 

error rate is reduced in the fused image. The metric 

parameters PSNR, MIM and FF are maximum for the 

proposed BFWN model, and SD and MAE are minimum for 

the proposed BFWN model. Hence, it is ascertained that 

BFWN model has superior performance than wavelet 

transform alone. The results are verified for LISS III images 

and the study can be extended to other types of images. 
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