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#### Abstract

In this paper, a multi phase $M / G / 1$ queueing system with Bernoulli feedback where the server takes multiple vacation is considered. All the poisson arrivals with mean arrival rate will demand any of the multi essential services.. The service times of the first essential service are assumed to follow a general distribution $B_{i}(v)$. After the completion of any of the $n$ services, if the customer is dissatisfied he can join the tail of the queue for receiving another regular service with probability $p$. Otherwise the customer may depart from the system with the probability $q=1-\mathrm{p}$. If there is no customer in the queue, then the server can go for vacation and vacation periods are exponentially distributed with mean vacation time $\frac{1}{r}$.On returning from vacation, if the server again founds no customer waiting in the queue, then it again goes for vacation. The server continues to go for vacation until he finds at least one customer in the system. We find the time dependent probability generating function in terms of Laplace transforms and derive explicitly the corresponding steady state results.
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## 1. INTRODUCTION

A multi phase M/G/1 Bernoulli feed back queue with multiple vacation is considered in this paper. In multiple vacation period the server keeps on taking vacation until there is at least • one customer present in the system.

Many authors have taken considerable efforts to study about Bernoulli feedback queueing systems Takacs was the first to . study such a model, where the customers who completed their services feedback instantaneously to the tail of the queue with probability p or leaves the system forever with probability $\mathrm{q}=1$ - p. Many results with Bernoulli feedback are found [1 6].Several contributions have been made by dealing queueing systems of M/G/1 type.[7,9-15].Much research [8, 16 - 20]has studied queueing models under vacations. For complete reference on vacation models, one may refer to Doshi [17] and Tagagi [3].M/G/1 vacation models under the various service • disciplines have been investigated [8,18,21-24].
The rest of the article is as follows.The model under • consideration is described in section 2.In section 3 we analyze

The model by giving the definitions and equations governing the system.Using these equations the probability generating function of queue length are obtained in section 4.In section 5,the steady state solution is obtained. Some operating characteristics are obtained in section 6.In section 7,the mean waiting time is derived.

## 2. MATHEMATICAL DESCRIPTION OF THE MODEL

We assume the following to describe the queueing model of our study.

- Customers arrive at the system one by one according to a Poisson stream with arrival rate $\lambda(>0)$.
- There is a single server which provides the first essential service to all arriving customers. Let $\mathrm{B}_{\mathrm{i}}(\mathrm{v})$ and $\mathrm{b}_{\mathrm{i}}(\mathrm{v})$ be the distribution and the density function of the first service times.
- As soon as the first service of a customer is complete, then with probability $r$ he may immediately enter into the second service or third service and so on upto $n$ services or else with probability 1-r he may leave the system.
- After completion of service, if the customer is dissatisfied with any of the $n$ services, he can immediately join the tail of the original queue as a feedback customer for receiving another regular service with probability $p$. otherwise the customer may depart forever from the system with probability $\mathrm{q}=1-\mathrm{p}$.
- The customer both newly arrived and those that are fed aback are served in the order in which they join the tail of the original queue.

Service times are assumed to be general with the distribution function $B_{i}(v)$ respectively and the density function $b_{i}(v)$, respectively. $\mathrm{i}=1$ to n .

Further, $\mathrm{s}_{\mathrm{i}}(\mathrm{x}) \mathrm{dx}$ is the probability of completion of the i-th type service given with that elapsed time is $x$, so that

$$
\mathrm{s}_{\mathrm{i}}(\mathrm{x})=\frac{b_{i}(x)}{1-B_{i}(x)}, \mathrm{i}=1,2,3 \ldots . \mathrm{n}
$$

and therefore,

$$
\begin{equation*}
\mathrm{b}_{\mathrm{i}}(\mathrm{v})=\mathrm{s}_{\mathrm{i}}(\mathrm{v}) \exp \left(-\int_{0}^{\mathrm{x}} \mathrm{~s}_{\mathrm{i}}(\mathrm{x}) \mathrm{dx}\right) \quad \mathrm{i}=1,2,3 \ldots \ldots . \mathrm{n}_{-} \tag{2}
\end{equation*}
$$

- If there is no customer waiting in the queue then the server goes for a vacation
On returning from vacation if the server again founds no customer waiting in the queue then it goes for another vacation. So the server takes multiple vacation. The vacation periods are
exponentially distributed with mean vacation time $\frac{1}{r}$. The customer are served according to the first come, first served rule.


## 3. EQUATIONS GOVERNING THE SYSTEM

We define,
$P_{n}{ }^{(1)}(x, t)=$ Probability that at time $t$, that are $n(\geq 0)$ customers in the queue excluding one customer in the first type of service and the elapsed service time for this customer is x .

$$
\begin{aligned}
& \quad P_{i}^{(j)}(t)=\int_{0}^{\infty} P_{i}^{(j)}(x, t) d x \quad j= \\
& 1,2 \ldots \ldots n
\end{aligned}
$$

Denotes the Probability that at time t there are $i$ customers in the queue excluding the one customer being provided the $\mathrm{j}^{\text {th }}$ optional service irrespective of the value of $x$.
$\mathrm{V}_{\mathrm{n}}(\mathrm{t})=$ Probability that at time t , there are $\mathrm{n}(\geq 0)$
customers in the queue and the server is on vacation
$\frac{\partial}{\partial x} P_{i}^{(j)}(x, t)+\frac{\partial}{\partial x} P_{i}^{(j)}(x, t)+\left[\lambda+s_{i}(x)\right] P_{i}^{(j)}(x, t)=$
$\lambda P_{i-1}^{(j)}(\mathrm{x}, \mathrm{t}), i=1,2 \ldots \ldots . . j=1,2 \ldots \ldots . n$
$\frac{\partial}{\partial x} P_{0}^{(j)}(x, t)+\frac{\partial}{\partial x} P_{0}^{(j)}(x, t)+\left[\lambda+s_{j}(x)\right] P_{0}^{(j)}(x, t)=0$
$\frac{d}{d t} \mathrm{~V}_{0}(\mathrm{t})=-(\lambda+\gamma) \mathrm{V}_{0}(\mathrm{t})+(1-\mathrm{r}) \mathrm{q} \int_{0}^{\infty} \mathrm{P}_{0}{ }^{(1)}(\mathrm{x}, \mathrm{t}) \mathrm{s}_{1}(\mathrm{x}) \mathrm{dx}$
$+\sum_{j=2}^{n}\left[q \int_{0}^{\infty} P_{0}^{(j)}(x, t) s_{j}(x) d x\right] \gamma V_{0}(t)$ $\qquad$
$\frac{d}{d t} \mathrm{~V}_{\mathrm{n}}(\mathrm{t})=-(\lambda+\gamma) \mathrm{V}_{\mathrm{n}}(\mathrm{t})+\lambda \mathrm{V}_{\mathrm{n}-1}(\mathrm{t})$

Equations (4-6) are to be solved subject to the following boundary conditions:-

$$
\begin{aligned}
\mathrm{P}_{0}^{(1)}(0, \mathrm{t})= & (1-\mathrm{r}) \mathrm{p} \int_{0}^{n} \mathrm{P}_{0}^{(1)}(\mathrm{x}, \mathrm{t}) \mathrm{s}_{1}(\mathrm{x}) \mathrm{dx} \\
+ & \sum_{j=2}^{n} P \int_{0}^{\infty} P_{0}^{(j)}(x, t) s_{j}(x) d x \\
+ & (1-r) q \int_{0}^{\infty} P_{1}^{(1)}(x, t) s_{1}(x) d x \\
+ & \sum_{j=2}^{n} P \int_{0}^{\infty} P_{1}^{(j)}(x, t) s_{j}(x) d x . j=2,3 \ldots . n- \\
\mathrm{P}_{\mathrm{i}}^{(1)}(0, \mathrm{t})= & (1-\mathrm{r}) \mathrm{p} \int_{0}^{\infty} \mathrm{P}_{\mathrm{n}}^{(1)}(\mathrm{x}, \mathrm{t}) \mathrm{s}_{1}(\mathrm{x}) \mathrm{dx} \\
& +\sum_{j=2}^{n} P \int_{0}^{\infty} P_{i}^{(j)}(x, t) s_{j}(x) d x \\
& +(1-\mathrm{r}) \mathrm{q} \int_{0}^{\infty} \mathrm{P}_{\mathrm{n}+1}^{(1)}(\mathrm{x}, \mathrm{t}) \mathrm{s}_{1}(\mathrm{x}) \mathrm{dx} \\
& +\sum_{j=2}^{n} q \int_{0}^{\infty} P_{i+1}^{(j)}(x, t) s_{j}(x) j=2,3 \ldots . . n \\
& -\quad(8)
\end{aligned}
$$

In general,

$$
P_{i}^{(j)}(0, t)=r \int_{0}^{\infty} P_{i}^{(1)}(r, t) s_{1}(x) d x j=2 \text { to } n
$$

We assume that initially there is no customer in the system, the server is not under vacation and the server is idle. So the inital conditions are $\mathrm{V}_{0}(0)=1, \mathrm{~V}_{\mathrm{n}}(0)=0, \quad \mathrm{P}_{\mathrm{i}}^{(\mathrm{j})}(0)=0$ for $\mathrm{n}=0,1,2 .$. , $j=1,2,3 \ldots \ldots . n$ $\qquad$ (10)

## 4.TIME DEPENDENT SOLUTION

For the above set of differential difference equations, the tnansient solution is to be obtained in this section. We define the probability generating functions as,
$\mathrm{P}_{\mathrm{q}}{ }^{(\mathrm{j})}(\mathrm{x}, \mathrm{z}, \mathrm{t})=\sum_{i=0}^{\infty} \mathrm{Z}^{i} \mathrm{P}_{i}{ }^{(\mathrm{j})}(\mathrm{x}, \mathrm{t}), \mathrm{P}_{\mathrm{q}}{ }^{(\mathrm{j})}(\mathrm{Z}, \mathrm{t})=\sum_{n=0}^{\infty} \mathrm{Z}^{\mathrm{i}} \mathrm{P}_{\mathrm{i}}{ }^{(\mathrm{j})}(\mathrm{t})$, $j=1$ to $n$ $\qquad$ (11)
$\mathrm{P}_{\mathrm{q}}{ }^{(3)}(\mathrm{x}, \mathrm{z}, \mathrm{t})=\sum_{n=0}^{\infty} \mathrm{Z}^{\mathrm{n}} \mathrm{P}_{\mathrm{n}}{ }^{(3)}(\mathrm{x}, \mathrm{t}), \mathrm{P}_{\mathrm{q}}{ }^{(3)}(\mathrm{Z}, \mathrm{t})=\sum_{n=0}^{\infty} \mathrm{Z}^{\mathrm{n}} \mathrm{P}_{\mathrm{n}}{ }^{(3)}$
(t) $\qquad$ (12)
$\mathrm{V}(\mathrm{Z}, \mathrm{t})=\sum_{n=0}^{\infty} \mathrm{Z}^{\mathrm{n}} \mathrm{V}_{\mathrm{n}}(\mathrm{t})$ $\qquad$
Define the Laplace transform of $\mathrm{f}(\mathrm{t})$ as $\bar{f}(\mathrm{~s})=\int_{0}^{\infty} \mathrm{e}^{-\mathrm{st}} \mathrm{f}(\mathrm{t}) \mathrm{dt}$,
$\mathrm{R}(\mathrm{s})>0$ $\qquad$ (14)

Taking Laplace transforms of equations (3) - (9) and using (10) we have,
$\frac{\partial}{\partial x} \bar{p}_{i}^{(j)}(\mathrm{x}, \mathrm{s})+\left(\mathrm{s}+\lambda+\mathrm{s}_{\mathrm{j}}(\mathrm{x})\right) \bar{p}_{i}^{(j)}(\mathrm{x}, \mathrm{s})=\lambda \bar{p}_{i-1}{ }^{(j)}(\mathrm{x}, \mathrm{s})$,
$i=1,2 . . j=1,2 \ldots . n$ $\qquad$ (15)
$\frac{\partial}{\partial x} \bar{p}_{0}^{(j)}(\mathrm{x}, \mathrm{s})+\left(\mathrm{s}+\lambda+\mathrm{s}_{1}(\mathrm{x})\right) \bar{p}_{0}^{(j)}(\mathrm{x}, \mathrm{s})=0 \quad j=1,2 \ldots . n$
$(\mathrm{s}+\lambda+\Upsilon) \overline{V_{0}}(\mathrm{~s})=1+(1-\mathrm{r}) \mathrm{q} \int_{0}^{\infty} \bar{p}_{0}^{(1)} \quad(\mathrm{x}, \mathrm{s}) \mathrm{s}_{1}(\mathrm{x}) \mathrm{dx}$
$+\sum_{j=2}^{n}\left[\mathrm{q} \int_{0}^{\infty} \bar{p}_{0}^{(j)}(\mathrm{x}, \mathrm{s}) \mathrm{s}_{\mathrm{j}}(\mathrm{x}) \mathrm{dx}\right]$

> _(16)
$(\mathrm{s}+\lambda+\Upsilon) \bar{V}_{n}(\mathrm{~s})=\lambda \overline{V_{n-1}}$ (s) $\mathrm{n}=1,2 \ldots$ $\qquad$ (17)
$\bar{p}_{0}^{(1)}(0, \mathrm{~s})=(1-\mathrm{r}) \mathrm{p} \int_{0}^{\infty} \bar{p}_{0}^{(1)}(\mathrm{x}, \mathrm{s}) \mathrm{s}_{1}(\mathrm{x}) \mathrm{dx}$

$$
+\sum_{j=2}^{n}\left[\mathrm{P} \int_{0}^{\infty} \bar{p}_{0}^{(j)}(\mathrm{x}, \mathrm{~s}) \mathrm{s}_{\mathrm{j}}(\mathrm{x}) \mathrm{dx}\right]
$$

$$
\begin{align*}
&+(1-\mathrm{r}) \mathrm{q} \int_{0}^{\infty} \bar{p}_{1}^{(1)}(\mathrm{x}, \mathrm{~s}) \mathrm{s}_{1}(\mathrm{x}) \mathrm{dx} \\
&+\sum_{j=2}^{n}\left[\mathrm{q} \int_{0}^{\infty} \bar{p}_{0}^{(j)}(\mathrm{x}, \mathrm{~s}) \mathrm{s}_{\mathrm{j}}(\mathrm{x}) \mathrm{dx}\right. \\
&+\gamma V_{1}(\mathrm{~s})  \tag{18}\\
& \bar{p}_{n}^{(1)}(0, \mathrm{~s})=(1-\mathrm{r}) \mathrm{p} \int_{0}^{\infty} \bar{p}_{n}{ }^{(1)}(\mathrm{x}, \mathrm{~s}) \mathrm{s}_{1}(\mathrm{x}) \mathrm{dx} \\
&+\sum_{j=2}^{n} \mathrm{p} \int_{0}^{\infty} \bar{p}_{n}{ }^{(j)}(\mathrm{x}, \mathrm{~s}) \mathrm{s}_{\mathrm{j}}(\mathrm{x}) \mathrm{dx} \\
&+(1-\mathrm{r}) \mathrm{q} \int_{0}^{\infty} \bar{p}_{n+1}{ }^{(1)}(\mathrm{x}, \mathrm{~s}) \mathrm{s}_{1}(\mathrm{x}) \mathrm{dx} \\
&+\sum_{j=2}^{n} \mathrm{q} \int_{0}^{\infty} \bar{p}_{i+1}{ }^{(j)}(\mathrm{x}, \mathrm{~s}) \mathrm{s}_{\mathrm{j}}(\mathrm{x}) \mathrm{dx} \\
&+Y \bar{V}_{n+1}(\mathrm{~s}) \\
& i=1,2 \ldots . . .\left[\begin{array}{l}
(19)
\end{array}\right. \tag{19}
\end{align*}
$$

In general,
$\bar{p}_{i}^{(j)}(0, \mathrm{~s})=\mathrm{r} \int_{0}^{\infty} \bar{p}_{i}^{(1)}(\mathrm{x}, \mathrm{s}) \mathrm{s}_{1}(\mathrm{x}) \mathrm{dx} j=2$ to $n$ $\qquad$
$i=1,2 \ldots$
Multiply equations ( $15-20$ ) by suitable powers of z , summing over $\mathrm{n} \&$ using the generating functions, we get
$\frac{\partial}{\partial x} \bar{p}_{q}{ }^{(j)}(\mathrm{x}, \mathrm{z}, \mathrm{s})+\left(s+\lambda-\lambda \mathrm{z}+\mathrm{s}_{\mathrm{j}}(\mathrm{x})\right) \bar{p}_{q}{ }^{(j)}(\mathrm{x}, \mathrm{z}, \mathrm{s})=0$
$j=1$ to $n$ $\qquad$
$(s+\lambda+\gamma-\lambda \mathrm{z}) \bar{V}(\mathrm{z}, \mathrm{s})=1+(1-\mathrm{r}) \mathrm{q} \int_{0}^{\infty} \bar{p}_{0}^{(1)}(\mathrm{x}, \mathrm{s}) \mathrm{s}_{1}(\mathrm{x}) \mathrm{dx}$
$+\sum_{j=2}^{n} \mathrm{q} \int_{0}^{\infty} \bar{p}_{0}^{(j)}(\mathrm{x}, \mathrm{s}) \mathrm{s}_{\mathrm{j}}(\mathrm{x}) \mathrm{dx}+\Upsilon \overline{V_{0}}(\mathrm{~s})$ $\qquad$

Next multiply both sides of eq (18) by z \& multiply both sides of eq (19) by $\mathrm{Z}^{\mathrm{n}+1}$, Summing over $\mathrm{n}=1$ to $\infty$ and adding the two result \& using probability generating funtion we get,
$\mathrm{Z} \bar{p}_{q}{ }^{(1)}(0, \mathrm{z}, \mathrm{s})=\bar{V}(\mathrm{z}, \mathrm{s})+(1-\mathrm{r}) \mathrm{q} \int_{0}^{\infty} \bar{p}_{q}{ }^{(1)}(\mathrm{x}, \mathrm{z}, \mathrm{s}) \mathrm{s}_{1}(\mathrm{x}) \mathrm{dx}$

$$
\begin{align*}
& -(1-\mathrm{r}) \mathrm{q} \int_{0}^{\infty} \bar{p}_{0}^{(1)}(\mathrm{x}, \mathrm{~s}) \mathrm{s}_{1}(\mathrm{x}) \mathrm{dx} \\
& + \\
& +\sum_{j=2}^{n}\left[\mathrm{q} \int_{0}^{\infty} \bar{p}_{0}^{(j)}(\mathrm{x}, \mathrm{z}, \mathrm{~s}) \mathrm{s}_{\mathrm{j}}(\mathrm{x}) \mathrm{dx}\right]  \tag{23}\\
& \\
& -\sum_{j=2}^{n}\left[\mathrm{q} \int_{0}^{\infty} \bar{p}_{0}^{(j)}(\mathrm{x}, \mathrm{~s}) \mathrm{s}_{\mathrm{j}}(\mathrm{x}) \mathrm{dx}\right]
\end{align*}
$$

Similarly using the rule of multiplying with powers of Z to the equations (20), and using the probability generating funtions, we get
$\bar{p}_{q}{ }^{(j)}(\mathrm{o}, \mathrm{z}, \mathrm{s})=\mathrm{r} \int_{0}^{\infty} \bar{p}_{q}{ }^{(\mathrm{l})}(\mathrm{x}, \mathrm{z}, \mathrm{s}) \mathrm{s}_{1}(\mathrm{x}) \mathrm{dx}$ $\qquad$

Integrating equation (21), we get
$\bar{p}_{q}{ }^{(j)}(\mathrm{x}, \mathrm{z}, \mathrm{s})=\bar{p}_{q}{ }^{(j)}(0, \mathrm{z}, \mathrm{s}) \exp \left[-(\mathrm{s}+\lambda-\lambda \mathrm{z}) \mathrm{x}-\int_{0}^{x} \mathrm{~s}_{\mathrm{j}}(\mathrm{t}) \mathrm{dt}\right.$ ] $\qquad$ (25)
$\bar{p}_{q}{ }^{(j)}(0, \mathrm{z}, \mathrm{s}), \mathrm{j}=1,2, \ldots \mathrm{n}$ are given by the equation (23) and (24) Integrating (21) with respect to $x$, we get
$\bar{p}_{q}{ }^{(j)}(\mathrm{z}, \mathrm{s})=\bar{p}_{q}{ }^{(j)}(0, \mathrm{z}, \mathrm{s})\left(\frac{1-\bar{K}_{j}(s+\lambda-\lambda z)}{s+\lambda-\lambda z}\right)$
Where $\bar{K}_{j}(\mathrm{~s}+\lambda-\lambda \mathrm{z})=\int_{0}^{\infty} \exp [-(\mathrm{s}+\lambda-\lambda \mathrm{z}) \mathrm{x}] \mathrm{dK}_{\mathrm{j}}(\mathrm{x})$
$j=1$ to $n$ $\qquad$ (27)

From eq (22), we have

$$
-(1-\mathrm{r}) \mathrm{q} \int_{0}^{n} \bar{p}_{0}^{(1)}(\mathrm{x}, \mathrm{~s}) \mathrm{s}_{1}(\mathrm{x}) \mathrm{dx}
$$

$-\mathrm{q} \sum_{j=2}^{n}\left[\int_{0}^{n} \bar{p}_{0}^{(j)}(\mathrm{x}, \mathrm{s}) \mathrm{s}_{\mathrm{j}}(\mathrm{x}) \mathrm{dx}\right]$
$=1+(-s-\lambda-\Upsilon+\lambda z) \bar{V}(\mathrm{z}, \mathrm{s})+\Upsilon \bar{V}_{0}(\mathrm{~s})$
(s) $\qquad$ (28)
using the equations(26), (27) \& (28) and after simplifications we get
$\mathrm{Z} \bar{p}_{q}{ }^{(j)}(0, \mathrm{z}, \mathrm{s})=(1-\mathrm{r}) \mathrm{q} \bar{p}_{q}{ }^{(1)}(0, \mathrm{z}, \mathrm{s}) \bar{K}_{1}(\mathrm{~s}+\lambda-\lambda \mathrm{z})$

$$
\begin{align*}
& +\mathrm{q} \sum_{j=2}^{n} \int_{0}^{n} \bar{p}_{q}^{(j)}(0, \mathrm{z}, \mathrm{~s}) \bar{K}_{j}(\mathrm{~s}+\lambda-\lambda \mathrm{z}) \\
& +(1-\mathrm{r}) \mathrm{pz} \bar{p}_{q}^{(1)}(0, \mathrm{z}, \mathrm{~s}) \bar{K}_{1}(\mathrm{~s}+\lambda-\lambda \mathrm{z}) \\
& +\mathrm{pz} \sum_{j=2}^{n} \bar{p}_{q}^{(1)}(0, \mathrm{z}, \mathrm{~s}) \overline{\mathrm{K}}_{\mathrm{J}}(\mathrm{~s}+\lambda-\lambda \mathrm{z}) \\
& +1+(-s-\lambda+\lambda \mathrm{z}) \bar{V}(\mathrm{z}, \mathrm{~s}) \tag{29}
\end{align*}
$$

Substituting the values of $\bar{p}_{q}{ }^{(2)}(0, \mathrm{z}, \mathrm{s})$ and $\quad \bar{p}_{q}^{(3)}(0, \mathrm{z}, \mathrm{s})$, $Z \bar{P}_{q}{ }^{(1)}(0, \mathrm{z}, \mathrm{s})=(1-\mathrm{r}) \mathrm{q} \bar{P}_{q}{ }^{(1)}(0, \mathrm{~s}, \mathrm{z}) \overline{K_{1}}(s+\lambda-\lambda z)+$ $(1-r) p z \overline{P_{q}}{ }^{(1)}(0, \mathrm{z}, \mathrm{s}) \overline{K_{1}}(s+\lambda-\lambda z)+(\mathrm{q}+\mathrm{pz}) \overline{K_{2}}(s+\lambda-$ $\lambda z)\left[\mathrm{r} \bar{P}_{q}{ }^{(1)}(0, \mathrm{z}, \mathrm{s}) \overline{K_{1}}(s+\lambda-\lambda z)\right](\mathrm{q}+\mathrm{pz}) \overline{K_{3}}(s+\lambda-$ $\lambda z)\left[r^{2} \bar{P}_{q}^{(1)}(0, \mathrm{z}, \mathrm{s}) \overline{K_{1}}(s+\lambda-\lambda z)\right.$
$\overline{K_{2}}(s+\lambda-\lambda z)+\ldots \ldots \ldots \ldots \ldots \ldots+\left((\mathrm{q}+\mathrm{pz}) r^{n-1} \prod_{j=1}^{n} \bar{K}_{J}(s+\lambda-\right.$ $\lambda z)+1+(-s-\lambda+\lambda z) \bar{V}(\mathrm{z}, \mathrm{s})$ $\qquad$ (30)

Hence,

$$
\begin{align*}
\bar{p}_{q}^{(1)}(0, \mathrm{z}, \mathrm{~s})= & \frac{1+(-s-\lambda+\lambda \mathrm{z}) \overline{V_{(\mathrm{z}, \mathrm{~s})}}}{\mathrm{Dr}}- \\
\bar{p}_{q}^{(j)}(0, \mathrm{z}, \mathrm{~s})= & \mathrm{r}^{\mathrm{j}-1} \bar{K}_{1}(\mathrm{~s}+\lambda-\lambda \mathrm{z}) \\
& \times \frac{1+(-s-\lambda+\lambda \mathrm{z}) \bar{V}(\mathrm{z}, \mathrm{~s})}{\operatorname{Dr}} j=2 \text { to } n \tag{32}
\end{align*}
$$

Where $\operatorname{Dr}=\mathrm{z}-(1-\mathrm{r}) \mathrm{q} \overline{K_{1}}(s+\lambda-\lambda z)-(1-\mathrm{r}) p z \overline{K_{1}}(s+\lambda-$ $\lambda z)-(q+p z)\left[\overline{K_{2}}(s+\lambda-\lambda z)\left[r \overline{K_{1}}(s+\lambda-\lambda z)\right](q+\right.$ $p z)\left[\overline{K_{3}}(s+\lambda-\lambda z)\left[r^{2} \overline{K_{1}}(s+\lambda-\lambda z) \overline{K_{2}}(s+\lambda-\lambda z)\right]\right.$ $+(\mathrm{q}+\mathrm{pz}) r^{n-1} \prod_{j=1}^{n} \bar{K}_{J}(s+\lambda-\lambda z)$ $\qquad$ (33)

From equations (26) and (27),
$\bar{p}_{q}{ }^{(1)}(\mathrm{z}, \mathrm{s})=\frac{1+(-s-\lambda+\lambda \mathrm{z}) \bar{V}_{(\mathrm{z}, \mathrm{s})}}{\mathrm{Dr}} \quad\left(\frac{1-\bar{K}_{1}(s+\lambda-\lambda z)}{s+\lambda-\lambda z}\right)$
$\qquad$

$$
\begin{align*}
& \bar{p}_{q}{ }^{(j)}(\mathrm{z}, \mathrm{~s})=r^{j-1} \bar{K}_{1}(s+\lambda-\lambda z) \frac{1+(-s-\lambda+\lambda \mathrm{z}) \bar{V}_{(\mathrm{z}, \mathrm{~s})}}{\operatorname{Dr}} \\
& \left(\frac{1-\bar{K}_{j}(s+\lambda-\lambda z)}{s+\lambda-\lambda z}\right) j=2 \text { to n_(35) } \tag{35}
\end{align*}
$$

Let $\bar{p}_{q}(\mathrm{z}, \mathrm{s})=\sum_{j=1}^{n} \bar{p}_{q}{ }^{(j)}(\mathrm{z}, \mathrm{s}) \quad$ denote the probability generating function of the number of queue irrespectiveof the type of service being provided.

$$
\bar{p}_{q}(\mathrm{z}, \mathrm{~s})=\frac{1+(-s-\lambda+\lambda \mathrm{z}) \bar{V}_{(\mathrm{z}, \mathrm{~s})}}{\operatorname{Dr}}\left(\frac{N r}{s+\lambda-\lambda z}\right)
$$

$\qquad$
Where

$$
\begin{align*}
\mathrm{Nr}= & 1-\overline{K_{1}}(s+\lambda-\lambda z) \\
& +\sum_{j=2}^{n} r^{j-1} \overline{K_{1}}(s+\lambda-\lambda z)\left[1-\bar{K}_{j}(s+\lambda-\lambda z)\right] \tag{37}
\end{align*}
$$

$\operatorname{Dr}=\mathrm{z}-(1-\mathrm{r}) \mathrm{q} \overline{K_{1}}(s+\lambda-\lambda z)-(1-r) p z \overline{K_{1}}(s+\lambda-\lambda z)$
$-(q+p z) \overline{K_{2}}(s+\lambda-\lambda z)\left[r \overline{K_{1}}(s+\lambda-\lambda z)\right]$
$-(q+p z) \overline{K_{3}}(s+\lambda-\lambda z)\left[r^{2} \overline{K_{1}}(s+\lambda-\lambda z) \overline{K_{2}}(s+\lambda-\lambda z)\right]$
_ ----------_(q+pz) $\prod_{j=1}^{n} r^{j-1} \bar{K}_{J}(s+\lambda-\lambda z)$ $\qquad$

If we let $\mathrm{z}=1$ in equation $(36)$, we can verify that $\bar{p}_{q}(\mathrm{z}, \mathrm{s})+$ $\bar{V}(\mathrm{z}, \mathrm{s})=\frac{1}{\mathrm{~s}}$ $\qquad$ (39)

Moreover, it can shown that the denominator of the right hand side of eq (36) has one zero inside the unit circle $|z|=1$, which is sufficient to determine the unknown $\bar{V}(\mathrm{z}, \mathrm{s})$ appearing in the numerator.Therefore $\bar{p}_{q}(\mathrm{z}, \mathrm{s}), \bar{p}_{q}{ }^{(j)}(\mathrm{z}, \mathrm{s}), j=1$ to $n$ are completely determined.

## 5. THE STEADY STATE RESULTS

To define the steady state probabilities leave the argument $t$ wherever it appears in the time dependent analysis.Then the corresponding steady state results can be obtained using Tauberian propert
$\lim _{s \rightarrow 0} s \bar{f}(s)=\lim _{s \rightarrow \infty} f(t)$ $\qquad$
Thus ,multiplying both sides of the equation (36) by s,taking limit as s tends to 0 , applying the property and simplifying, we
have

$$
\begin{equation*}
P_{q}(z)=V(z)\left[\frac{N(z)}{D(z)}\right] \tag{41}
\end{equation*}
$$

Where the numerator
$\mathrm{N}(\mathrm{z})=1-\overline{K_{1}}(\lambda-\lambda z)+\overline{K_{1}}(\lambda-\lambda z) \sum_{j=2}^{n} r^{j-1}\left[1-\bar{K}_{J}(\lambda-\lambda z)\right.$
$D(z)=z-(1-r) q \overline{K_{1}}(\lambda-\lambda z)-(1-r) p z \overline{K_{1}} \quad(\lambda-\lambda z)$
$-(q+p z) \overline{K_{2}}(\lambda-\lambda z)\left[\mathrm{r} \overline{K_{1}}(\lambda-\lambda z)-(q+p z) \overline{K_{3}}\right.$
$(\lambda-\lambda z)\left[r^{2} \overline{\mathrm{~K}_{1}}(\lambda-\lambda z) \overline{K_{2}}(\lambda-\lambda z)\right.$
$-\cdots .-(q+p z) \sum_{j=1}^{n} r^{j-1} \bar{K}_{J}(\lambda-\lambda z)$
$\mathrm{z}=1, \mathrm{P}_{\mathrm{q}}(\mathrm{z})$ in equation (41)is indeterminate of the form $0 / 0$.

Applying L' Hop̂ital's rule and using $\overline{B_{l}}(0)=$ $1, \bar{B}_{j}{ }^{\prime}(0)=E\left(v_{j}\right), \bar{B}_{j}{ }^{\prime}(0)=E\left(v_{j}^{2}\right), j=1,2,3 \ldots n$

Where $\mathrm{E}\left(\mathrm{v}_{\mathrm{i}}\right)$ is the expected service time for i th service $\mathrm{E}\left(\mathrm{v}_{\mathrm{i}}^{2}\right)$ is the second moment of the service time for the i th service

We have

$$
\begin{aligned}
= & \lim _{z \rightarrow 1} P_{q}(\mathrm{z}) \\
& =-\frac{\lambda \sum_{j=0}^{n} r^{j} E\left(V_{j+1}\right)}{q-r^{2}\left(p+\lambda E\left(v_{1}\right)+\lambda E\left(v_{2}\right)-\cdots \ldots \ldots-r^{n-1}\left(p+\lambda \sum_{j=1}^{n} E\left(v_{j}\right)\right.\right.} \mathrm{V}(1)
\end{aligned}
$$

Next, we must have $\mathrm{P}_{\mathrm{q}}(\mathrm{z})+\mathrm{V}(1)=1$
Adding $\mathrm{V}(1)$ to $\mathrm{P}_{\mathrm{q}}(\mathrm{z})$ and equating to 1 ,on simplification We get $\mathrm{V}(1)$
$=1-\frac{\lambda \sum_{j=0}^{n} r^{j} E\left(V_{j+1}\right)}{q-r^{2} p-r \lambda\left(E\left(v_{2}\right)+r E\left(v_{1}\right)-\cdots \ldots . .-r^{n} \lambda \sum_{j=1}^{n} E\left(v_{j}\right)\right.}$
$\mathrm{V}(1)$ is the steady state probability that the server is under vacation.

Utilization factor is given by $\rho=1-V(1)$

$$
\begin{equation*}
=\frac{\lambda \sum_{j=0}^{n} r^{j} E\left(V_{j+1}\right)}{q-r^{2} p-r^{2} \lambda\left(E\left(v_{1}\right)+E\left(v_{2}\right)\right)-\cdots \cdots \ldots . r^{n} \lambda \sum_{j=1}^{n} E\left(v_{j}\right)} j=1 \text { ton } \tag{42}
\end{equation*}
$$

## 6.MEAN NUMBER IN THE SYSTEM

Let $\mathrm{L}_{\mathrm{q}}$ denote the mean number of customers in the queue. From eq (41)

$$
L_{q}=\frac{d}{d z} P_{q}(z) \text { at } z=1
$$

Since $\mathrm{P}_{\mathrm{q}}(\mathrm{z})$ in eq (41) takes the form $0 / 0$, using the result in queueing theory (kashyap and chaudhry)

$$
\begin{align*}
& \text { We get } \begin{array}{l}
L_{q}= \\
\quad \lim _{z \rightarrow 1} \frac{d}{d z} P_{q}(z) \\
\quad=P_{q}^{\prime}(1) \\
\lim _{z \rightarrow 1} \frac{D^{\prime}(1) N^{\prime \prime}(1)-N^{\prime}(1) D^{\prime \prime}(1)}{2\left(D^{\prime}(1)\right)^{2}} \\
D^{\prime}(1)=r \lambda E\left(v_{2}\right)+r^{2}\left[p+\lambda E\left(v_{1}\right)+\lambda E\left(v_{2}\right)+\lambda E\left(v_{3}\right)\right]+ \\
q \lambda E\left(v_{1}\right)+\lambda E\left(v_{1}\right)+r^{n-1}\left[\lambda E\left(v_{1}\right)+\cdots \ldots .+\lambda E\left(v_{n}\right)-p\right] \\
\end{array} \quad \begin{array}{l}
(44)
\end{array}
\end{align*}
$$

$$
\begin{align*}
& D^{\prime \prime}(1)=-r^{2} \lambda^{2}\left[\left[E\left(v_{1}^{2}\right)+E\left(v_{2}^{2}\right)+E\left(v_{3}^{2}\right)\right]+2\left[E\left(v_{1}\right) E\left(v_{2}\right)+\right.\right. \\
& \left.\left.\quad+2 E\left(v_{2}\right) E\left(v_{3}\right)+2 E\left(v_{3}\right) E\left(v_{1}\right)\right]\right] \quad+\cdots \ldots- \\
& \quad r^{n-1} \lambda^{n-1}\left[E\left(v_{1}^{2}\right)+E\left(v_{2}^{2}\right)+\cdots+2 E\left(v_{1}\right) E\left(v_{2}\right)\right. \\
& \left.\quad+2 E\left(v_{n-1}\right) E\left(v_{n}\right)\right] \ldots(45)  \tag{45}\\
& \\
& N^{\prime}(1)=\lambda \sum_{j=0}^{n} r^{j} E\left(v_{j+1}\right)
\end{align*}
$$

$$
\begin{equation*}
\times \frac{\lambda \sum_{j=0}^{n} r^{j} E\left(V_{j+1}\right)}{q-r^{2} p-r^{2} \lambda\left(E\left(v_{2}\right)+E\left(v_{1}\right)\right)-\cdots \cdots \cdots . r^{n} \lambda \sum_{j=1}^{n} E\left(v_{j}\right)} \tag{46}
\end{equation*}
$$

$$
\begin{aligned}
& N^{\prime \prime}(1)=\left\{-\lambda^{2}\left[-r^{2} E\left(v_{1}^{2}\right)+E\left(v_{1}^{2}\right)+r E\left(v_{2}^{2}\right)-r^{2} E\left(v_{3}^{2}\right)\right.\right. \\
& \left.\quad+\ldots \ldots \ldots+r^{n} E\left(v_{n}^{2}\right)+2 r^{n} E\left(v_{1}\right) E\left(v_{n}\right)\right]
\end{aligned}
$$

$$
\begin{equation*}
\times \frac{\lambda \sum_{j=0}^{n} r^{j} E\left(V_{j+1}\right)}{q-r^{2} p-r^{2} \lambda 9\left(E\left(v_{2}\right)+E\left(v_{1}\right)\right)-\cdots \ldots \ldots-r^{n} \lambda \sum_{j=1}^{n} E\left(v_{j}\right)} \tag{47}
\end{equation*}
$$

Substituting the values (44),(45),(46) and (47) in (43), we get $L_{q}$ in closed form. Further using Little's formula, the average system size L is calculated.

From the equations (42) and (43),
we have $L=L_{q}+\rho$ $\qquad$

## 7. MEAN WAITING TIME

The mean waiting time in the queue and in the system are obtained using Little's formula.

$$
\begin{aligned}
W_{q} & =\frac{L_{q}}{\lambda} \\
W & =\frac{L}{\lambda}
\end{aligned}
$$

Where $L_{q}$ and $L$ have been found in equations
(43) and (48)

## 8. CONCLUSION

This paper clearly analyses a multi phase M/G/1 feedback queue with multiple server vacation. This service is advantageous to the customers. First service is essential, other services are optional. If the customer is not satisfied with the service, again he can join the tail of the queue and get the regular service. This type of service can be widely used in production industries system, bank services, computer and communication networks. This type of service will give a complete satisfaction to the customers.
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