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ABSTRACT 

Automated vision inspection has become a vital part of the 

quality monitoring process. This paper compares the 

development and performance of two methodologies for a 

machine vision inspection system online for high speed 

conveyor. The first method developed is the Thresholding 

technique image processing algorithms and the second 

method is based on the edge detection. A case study was 

conducted to benchmark these two methods.  

Special effort has been put in the design of the defect 

detection algorithms to reach two main objectives: accurate 

feature extraction and on-line capabilities, both considering 

robustness and low processing time. An on-line 

implementation to inspect bottles is reported using new 

communication technique with GigE Vision camera and 

industrial Gigabit Ethernet network. 

The system is validated on olive oil bed. The implementation 

of our algorithm results in an effective real-time object 

tracking. The validity of the approach is illustrated by the 

presentation of experiment results obtained using the methods 

described in this paper. 

Keywords 
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1. INTRODUCTION 
In thin strip perforation processes speed can reach values that 

exceed 1m/s. To monitor product quality several parameters 

should be checked, using different measuring tools in many 

cases. Manual inspection process could be much slower than 

the production process leading to less frequent inspection. 

Any deviation in quality parameters between inspection runs 

will result in scrap production. 

The fact that machine vision systems are noncontact, fast and 

can easily be computerized make them a potential tool for 

online quality monitoring during actual production in such 

processes. Automated Visual Inspection (AVI) [12] can 

estimate dimensions of work parts using visual information 

and is most often automated by employing machine vision 

techniques. 

Machine vision is a tool used to control products in automated 

production lines in different fields such as food industry [13]. 

Such a tool has the advantage of non-contact measurements 

without running off the production process. 

Vision systems have been applied for many applications 

including inspection of surface defects [11, 18], for Bottle 

inspection [2, 11, 12], for pharmaceutical tablets [15], for 

Press Part Sorting [16] and for Potatoes Defects Detection 

[17]. 

Using multiple image sensors at different levels of the  

production line and different angles of shots allows 

monitoring the different stages of the production process and 

collection of the information needed to assess product quality 

and flow of production (See figure 1) [1, 2, 3, 4].  

GigE Vision is a gigabit Ethernet based interface adapted to 

machine vision [5]. GigE vision cameras [19] use gigabit 

Ethernet and therefore can be fitted within the open structure 

of the industrial Gigabit Ethernet network [6, 7, 14]. This 

allows the transmission of images and controls signals 

between cameras and control systems at high speeds over long 

cable lengths.  

Therefore, we can consider the design of real time machine 

vision applications based on the Ethernet architecture. In this 

paper we present a GigE Vision system used for quality 

monitoring in an olive oil bottling line. This system is 

seamlessly integrated within the production network and 

allows the detection of defaults in cap and oil level. The 

detection of anomalies is transferred to the control system via 

discrete alarms on the industrial Gigabit Ethernet network. 

This system is mainly composed of a camera for taking 

pictures of products on the production line, special lighting to 

highlight faults, computer visualization and image processing 

related to alarm generation and automatic ejection [2]. 

In this paper, an attempt is made to evaluate the performance 

of the traditional image processing algorithms [5, 8] in a on-

line machine vision Inspection system. Comparison is based 

on the processing time, accuracy, preprocessing time, and 

orientation requirement. Results of the evaluation are 

presented and discussed. 

  

Fig 1: Machine Vision System 
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2. SYSTEM HARDWARE 

DESCRIPTION 
Figure 1 shows the complete system setup. A part moving on 

the conveyor belt is sensed by the proximity sensor. 

The sensor sends a signal to the computer with which it is 

interfaced. The camera which is interfaced with the same 

computer is external triggered with signal and captures the 

image of the bottle. The obtained image is then processed by 

the processing software installed on the computer and then the 

Pass/Fail decision is made. 

This whole operation is done in few milliseconds depending 

upon the sensor delay timing, speed of the camera and the 

processing speed of the computer. The necessary hardware 

components are: 

2.1 Camera CCD and optics 
An imaging sensor with an excellent noise performance is 

required by this application, which is more important for 

video applications. CCDs are superior to Complementary 

Metal Oxide Semiconductor (CMOS) image sensors, as far as 

SNR and dynamic range are concerned. In this way, CCD 

image sensor is selected for this application. The scrolling 

cadence of the bottles, so the time to shoot is decisive. Indeed, 

it must be short enough that the object appears fixed. 

The technological solution exists for some manufacturers 

offering industrial digital cameras equipped for some of CCD 

high sensitivity, allowing a fast exposure time and producing 

good quality images (See figure 2) [5]. 

 

(b) Responce spectal 

 

(a) Camera SVCam-ECO Line eco424 

 

Fig 2: Camera SVCam-ECO Line eco424, sensor CCD 

ICX 424 1/3”Interline, 640 x 480 Pixel and responce 

spectal. 

 

We use an industrial CCD color (Bayer Pattern) camera. It is a 

progressive (full frame) camera. It is GigE vision and 

GenICam standard compliant. This digital camera doesn’t 

need a frame grabber but a Gigabit Ethernet network adapter 

is needed to ensure working with high data rate [7]. 

Table I: Performances required 

Camera settings 
Resolution 

Sensor size 

Pixel size 

Exposure time 

Frame rate 

640 x480 

1/3” 

7.4µm x 7.4µm 

3µs - 2s 

124fps 

 

2.1.1 Calculation of Field of View: 
Field of View (FOV) is defined as the viewable area of the 

object under inspection or the portion of the object that fills 

the camera’s sensor.  

Field o f view = (Dr + Lm)(1 + Pa) 

Where Dr is the required field of view, Lm is the maximum 

variation in part location and orientation and Pa is the 

allowance for camera pointing as a percentage.   

Then, Field of view = (96mm + 10mm)(1 + 10%) = 116.6mm. 

The factor by which the FOV should be expanded depends on 

the skill of the people who maintain the vision system. A 

value of 10% is a common choice. In order to fill the monitor 

with the feature of interest more clearly, the FOV of 120mm 

is selected. 

2.1.2  Focal Length:  
The focal length is a lens’ pivotal parameter. To represent an 

object completely on the CCD chip, one should calculate the 

focal length for the object height and width. 

Focal Length of the Width = (WD * CCDWidth)/(Sobj + 

CCDWidth) 

Focal Length of the Height = (WD * CCDHeight)/(Sobj + 

CCDHeight) 

Where WD is Working Distance and Sobj is Size Of Object. 

So, 

Focal Length of Width = (300mm * 4.8mm)/(96mm + 

4.8mm) = 14.285mm 

To adjust focal lengths, Zoom Lens is necessary. Due to some 

disadvantages of Zoom lens such as weight, size and Price 

Fixed focal length lens whose focal length is lower than the 

calculated one can be used. Especially in the case of small 

objects, the working distance may be smaller than the selected 

lenses minimal working distance (MOD). In this case, 

extension rings is placed between the lens and the camera to 

decrease MOD. 

2.1.3 Exposure time: 

This is the time during which light is creating an exposure. To 

hold image blur to within one pixel, the exposure time must 

be, Te = FOV/(Vp * Np) 

Where Te is the exposure time, Vp is the velocity of the 

conveyor and Np is the number of pixels in horizontal 

direction. 

Then, Te = 116.6/(1000 * 640) = 0.00018 seconds. This 

exposure can be achieved with electronic shutter or strobed 

illumination. 
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2.1.4 Image blur: 

In this application, there will be image blur since the bottles 

are traveling in the conveyor line. Generally, Blurred images 

are caused by poor lens quality and incorrect lens setup. The 

rate of part motion, the size of FOV, and the exposure time 

are have influence on the magnitude of the image blur. 

B = Vp * Te * Np/FOV 

Where B is the blur in pixels. The actual blur for this 

application can be calculated as: 

B = 1000 * 0.00018 * 640/116.6 = 0.9879 pixels. 

2.1.5 Cycle time 

Cycle time is defined as the delay between two consecutive 

image acquisitions. Let d be the distance between two 

consecutive bottles an V the scrolling speed, tcycle is given by 

the following expression:  

Tcycle = d / V 

For d = 10 cm and V = 1m/s, we have tcycle = 0.1 s; that’s a 10 

images/second cadence. The used camera allows for up to 124 

frames per second. (Figure 3)  

 

 
 

Fig 3: Distance between two consecutive bottles 

 

2.2 Communication Protocol 
GigE vision standard is based on UDP/IP [2, 5]. It consists of 

four major parts. The first part defines a mechanism that 

allows applications to detect and enumerate devices and 

defines how devices obtain a valid IP address. The second 

part defines a GigE vision control protocol (GVCP) that 

allows the configuration of detected devices and guarantees 

transmission reliability. The third part defines a GigE vision 

streaming protocol (GVSP) that allows applications to receive 

information from devices. The last part defines bootstrap 

registers that describe the device itself (e.g., current IP 

address, serial number, manufacturer information, etc.). 

For a peer-to-peer connection of a GigE camera to a PC a 

network address assignment based on LLA (Local Link 

Address) is recommended. This involves a network mask 

“255.255.0.0” as well as a fixed first part “169.254.xxx.xxx” 

of the network address range. A GigE camera will fall back to 

LLA soon after recognizing that no DHCP server is available 

and that no fixed network address was assigned to the camera. 

GigE Vision offers many features which make it quite suitable 

for an image capturing interface in high speed robot vision 

systems. 

GigE Vision provides enough bandwidth to transmit video in 

fast frame way which is an important issue for high speed 

vision systems. For this reasons, we  believe that GigE vision 

is a suitable interface for high speed industrial inspection[5, 

26]. 

2.3 Lighting 
The choice of the lighting is essential to the quality and 

pertinence of acquired image. The complexity of the 

subsequent processing depends on the contrast level between 

objects and background. In our case we used two kinds of 

lighting sources positioned at both sides of the observed 

objects. The first one is a direct ring sunlight directly mounted 

around the camera. 

This kind of lighting provides a huge amount of light within 

the exposure space. The radial shaped lighting reduces 

shadows allowing for good definition of the object’s color. 

We also use a polarizing filter to help reduce brilliance 

surfaces. The second is a backlight which helps improve the 

perception of the cork shape and liquid level (See figure 4 and 

5) [4, 29]. 

 
Fig 4: Lighting system 

 

 
Fig 5: 2-D arrayed LED panel 

2.4 Part sensor 
Often in the form of a light barrier or sensor, this device sends 

a trigger signal when it senses that a part is in close proximity 

[25]. The sensor shown in figure 6 tells the machine vision 

system when a part is in the correct position for an image to 

be acquired. The specifications are:  

- Rated supply voltage: 12...24 V DC with reverse polarity 

protection 

- Switching capacity in mA:100 mA, overload and short 

circuit protection 

- Delay response: < 2ms 

- Maximum sensing distance: 0.4 m diffuse  

As it is only required to sense the bottle, a proximity sensor 

which can sense any object within 15 cm will serve the 

purpose. 
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Fig 6: Photo-electric sensor-XUB-multi-Sn 0..18m- 

12..24 VDC-Cable 2m   

 

3. SYSTEM SOFTWARE DESCRIPTION 
We use MATLAB 7.12b for the system software 

development. Image acquisition toolbox is used to capture the 

images from the GigE vision camera interfaced [27, 28] with 

the PC. The image processing toolbox is used to develop the 

algorithm to inspect the bottle [3, 6]. The Instrumentation 

Control Toolbox is used to read the proximity sensor signals. 

Image of a bottle is captured using the GigE vision camera as 

shown in figure 7. The simple thresholding algorithm is 

applied. 

 

             

  

 

  

             

 

 

Fig 7: Capturing images 

4. DEFECT INSPECTION METHODS 

4.1 Threshold techniques 

4.1.1 Description 

We use a hardware based triggering method. The acquisition, 

analysis and decision are made in real time from images 

acquired by the industrial camera VGA and transmitted 

through the interface GigE Vision. The shooting is triggered 

by a sensing system directly connected to the camera.  

There are many image processing techniques useful for 

machine vision inspection. These techniques involve 

histogram analysis, boundary detection, region growing and 

others. The choice of the techniques is primarily based on the 

types of inspection and application. In this work, we are used 

a local thresholding algorithms [20], edge detection [9] and 

area calculation. All these techniques need to be performed in 

a binary image, which only contains black and white pixels. 

In thresholding, the color-image or gray-scale image is 

reduced to a binary image. Thresholding is a process of 

converting a grayscale input image to a bi-level image by 

using an optimal threshold. The purpose of thresholding is to 

extract those pixels from some image which represent an 

object. 

Though the information is binary the pixels represent a range 

of intensities. For a thresholding algorithm to be really 

effective, it should preserve logical and semantic content. 

There are two types of thresholding algorithms: 

- Global thresholding algorithms 

- Local or adaptive thresholding algorithms 

In global thresholding, a single threshold for all the image 

pixels is used. When the pixel values of the components and 

that of background are fairly consistent in their respective 

values over the entire image, global thresholding could be 

used. In adaptive thresholding, different threshold values for 

different local areas are used.  

 

In our paper adaptive thresholding is used and was given as 

follow: 

1) Calculate the histogram of RGB image. 

2) Calculate the histogram of Blue color intensity in the range 

[0,255]. 

3) Compute the threshold (T) that separated the bottle and 

background in original image by using the Otsu method [9]. 

Figure 8 shows an intensity histogram of the original image. 

The horizontal axis presents the intensity value of the bottle 

image ranged from 0 to 255, while the vertical axis represents 

the pixel probability of corresponding intensity value. 

 

 

 

 

 

Fig 8: R, G and B values of the image 

In the area calculation, the region of the image is the portion 

with the boundary, where the boundary is represented by 

those pixels that have both black and white neighbors. The 

application of this technique is to calculate the total number of 

the black pixels that contain the region and the boundary of 

the image. 

An inspection threshold value is predetermined and 

implemented in the algorithm to distinguish the good from the 

(a) Original image:  

Off-line image 
(b) On-line gray level image:  

 Normal cap and good level 

(c) On-line line gray level image:  

No cap and under fill level 
(d) On-line gray level  image:  

Normal cap and under fill level 

(a) Original image: Off-line image 

(b) R, G and B values of original image 
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defective parts. The area of good parts should be very close to 

each other and is always greater than a defective part [8]. 

4.1.2 Image processing flowchart 

To reduce the processing time, we extract a first region of 

interest ROI1 to inspect the cap and a second region of 

interest ROI2 for inspection of liquid level. 

This flowchart explains the approach work in this paper and 

the various parts of our detection algorithm for cap closure 

and level content (See figure 9). 

The detection steps are described: 

(1) The sensor detects presence of a bottle. 

(2) The camera load the image processing. 

(3) Extract Regions Of Interests ROI1 and ROI2. 

(4) Calculate areas thresholds. 

(5) Compare values sought to areas thresholds. 

Start

Sensor  senses 
continuously

Object present

Sensor gives signal to 
camera

Yes

Capture the 

image

Load image 

into MATLAB 

platform

Image processing done on 

image  

Extract ROI1 and 

thresholding algorithm 

Extract ROI2 and 

thresholding algorithm 

Within tolerance limitWithin tolerance limit

Area 

calculation

Area 

calculation

Accept YesYes

No

NoNo

 

 

 

 
Fig 9: Diagram for detect cap and level content 
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4.2 Edge detection techniques 
Image of a filled bottle is captured using a GigE vision 

camera as shown in Figure 7. The image is cropped to make it 

a normalized image with respect to height of the conveyor 

belt. For this paper, Canny Edge detection technique [21, 22] 

can be applied. The required steps for edge detection 

algorithm are given in Tables II: 

Table II: CANNY ALGORITHM 

N° STEPS 

1 Read the image I. 

2 Convolve a 1D Gaussian mask with I. 

3 Create a 1D mask for the first derivative of the 

Gaussian in the x and y directions. 

4 Convolve I with G along the rows to obtain Ix, 

and down the columns to obtain Iy. 

5 Convolve Ix with Gx to have Ix’, and Iy with Gy 

to have Iy’. 

6 Find the magnitude of the result at each pixel 

(x,y). 

       √   
           

        

 

4.3 Speed performance measurement 
In this paper, we evaluate the performance of our algorithm 

and the limits of the vision system with two conveyor speeds 

using the thresholding technique and Canny edge detection.  

The experimental results are shown in figures 10 and 11: 

 

 
Fig 10: Diagram for detect cap and level content user 

thresholding technique 

 
Fig 11: Diagram for detect cap closure and level content 

user edge detection 

According to the measurements found, we see that the 

thresholding method is more rapid and adapted to real time 

inspection. 

 

5. RESULTS 

5.1 Defect Inspection with thresholding 

approach 
After applying the proposed approach, we measure level of 

liquid contents and detect cap closure we need to find two 

regions of interest (ROIs) (See figure 12). 

 

  
Fig 12: Regions of interests: ROI1 and ROI2 

 

There are different situation for cap and level. All of them are 

demonstrated in figure 13. Oil bottle is rejected from the 

production line, if the two conditions are satisfied for the level 

and the cap. 

 
(a) Normal cap and good level 

 

 
(b)  No cap and under fill level 

Original RGB Image
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ROI2  

 

 
(c)  Normal cap and under fill level   

 

Fig 13: Yellow color thresholding with Backlight 

 

5.2 Defect Inspection with edge detection 

approach 

   

 

 

Fig 14: Regions of interests and image profile 

 

 
Fig 15: Profile detection line 

 

In the case where the cap is present, the profile line of ROI1 is 

presented in Figure 15. Two peaks at the ROI indicate the 

presence of the cap. 

  
 

Fig 16: Level detection line 

 

For liquid level detection, Hough transform is used [23, 24]. 

This technique detects straight line segments in a given binary 

image. The problem of determining the location and 

orientation of straight lines in images arises in many diverse 

areas of image processing and computer vision. The required 

steps for Hough transform algorithm are given in Tables III: 

Table III: HOUGH TRANSFORM ALGORITHM 

N° STEPS 

1 Read the image I. 

2 Find the edges in the image 

3 For all pixels in the image  

4       If the pixel(x,y) is an edge 

5       For all the theta angles 

6       Calculate rho for the pixel(x,y) and the angle (theta)  

      Increment that position (rho,theta) in the accumulator 

7 Show the hough space 

8 Find the highest values in the accumulator 

9 draw the line with the highest  value in the input image  

 

6. CONCLUSION 
In this paper we describe the different steps for dimensioning 

a machine vision system .The GigE vision is used to insure 

seamless integration within the production line. Image 

processing, fault  detection and alarm generation are done on 

a common workstation. The use of well defined shooting 

conditions allowed for simplified image processing technique 

for cap detection and liquid level verification with sufficient 

precision to qualify for real time production monitoring within 

the bottling chain. 
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