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ABSTRACT 

Modern microarray chips can hold gene information from 

thousands of genes and hundreds of individuals and the main 

challenge of an effective feature selection method is to 

identify most useful genes from the whole dataset. Removal 

of less informative genes helps to alleviate the effects of noise 

and redundancy and simplifies the task of disease 

classification and prediction of medical conditions such as 

cancer. Genetic Algorithm (GA) based wrapper model 

performs well but suffers from over-fitting problem and the 

initial population is large and random. Traditional approaches 

use a filter based preprocessing step to reduce the dimension 

of the data on which GA operates and as filtering methods on 

its own has shown to introduce redundant features, in this 

paper Boosted Feature Subset Selection (BFSS) which is a 

boosted t-score filter method, is used as  a preprocessing step. 

The gene subset provided by BFSS is fed to a Genetic 

Algorithm which reduces the feature subset in smaller 

numbers and helps to generate a better optimal subset of 

genes. The proposed hybrid approach is applied on leukemia, 

colon and lung cancer benchmarked datasets and have shown 

better results than other well-known approaches.   

General Terms 

Pattern Recognition, Feature Selection, Microarray Data 

Analysis, Evolutionary Algorithm. 
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1. INTRODUCTION 
Microarray technology enables representation of expression 

value from thousands of genes. The challenge is to identify 

relevant bio markers using appropriate feature selection 

techniques from the vast array of data to evaluate the medical 

condition of an individual i.e sample [1].  In the collection of 

expression values also termed as datasets, number of genes 

usually ranges in the thousands while the number of samples 

are in the low hundreds if not less making the task of analysis 

and recognition more challenging [2] since number of samples 

for testing and training becomes constrained. Irrelevant data 

needs to be removed from the dataset to alleviate the negative 

effects of noise and redundancy, which has adverse effects on 

the classification accuracy [3-4]. 

In microarray gene analysis feature selection can be divided 

into three broad approaches: filtering, wrapper model and 

embedded method. Filtering techniques associate parametric 

or nonparametric scores to each feature [5] and the selection 

process is based on the ranking of the scores. The features or 

genes with appropriate scores are selected which is 

independent of the classification process and does not 

consider the interaction existing among the features. Wrapper 

methods on the other hand search through the feature space 

and selects features based on the selection algorithm. The 

selections are evaluated collectively against a classifier built 

into the wrapper model and selections are modified in 

iteratively until the required accuracy has been attained [6, 7]. 

As the selection process is based on the performance of the 

features selected on the classifier, features with higher 

classification accuracies can be selected and thus can take into 

consideration and allows the interaction existing among the 

genes to be taken into consideration. In embedded method the 

searching and evaluation of the selections are not distinct and 

are combined into the classifier construction [8].  

Filter methods are easier and simpler to implement but they 

do not consider the combined classification power resulting 

from gene interactions. Interactions among genes are an 

important consideration as biological states of individuals can 

be influenced by the interaction taking place inside the body. 

Wrapper methods on the other hand takes the relationship 

existing among genes into consideration but it suffers from 

overfitting problem; a condition where the classification 

model does not perform well for novel patterns [8]. Hybrid 

frameworks combining both filter and wrapper methods are 

thus becoming popular as it is able to harness the advantage 

that each approach provides. An example is [9] which uses 

filtering as the preprocessor for partial feature elimination and 

a Genetic Algorithm (GA) based wrapper model traverses 

through the remaining features to give the final gene subset. 

Traditional filtering preprocessing step eliminates features but 

filtering on its own shows some problems. It does not 

consider the correlation existing among genes and often 

includes noisy or redundant genes in its selection. The 

remaining features which serves as the initial population for 

GA is thus noisy, redundant and large. The final gene subset 

that will be given by GA will therefore not be able to provide 

the optimum classification accuracy.  

In this paper a boosted filtering technique Boost Feature 

Subset Selection (BFSS) is used as the preprocessing step to 

provide GA with a more efficient random population. GA 

then works on the remaining gene space to give the final 

optimal subset of genes. Appropriate GA operators and fitness 

function have been chosen to suit this study as stated in the 

following sections. Section 2 provides an overview on the 
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related works. Section 3 illustrates the proposed framework in 

detail. Section 4 shows the results of the proposed framework 

on ALL, Lung and Colon cancer datasets while Section 5 

concludes the study with future scopes and conclusion.  

2. RELATED WORK 
Genetic Algorithm (GA) falls under the category of 

Evolutionary Algorithm (EA) and is inspired by the evolution 

theory of Charles Darwin. GA starts with an initial population 

of candidate solutions and it progresses through a series of 

operators per iteration, generating a new solution in each pass. 

The generations are modified by the operators in the 

subsequent iteration gradually guiding towards the optimal 

solution [10]. The operators allow GA to heuristically traverse 

the solution space and in light of the wrapper model the 

solution space is the feature space consisting of genes from 

the dataset. Non heuristic brute force approach would require 

that the entire feature space be traversed on a “one by one” 

basis resulting in high space and time complexity.  

GA fosters an environment which is defined by the 

parameters of the problem domain [11]. For microarray data 

analysis the problem space will be the set of all genes from 

the dataset. GA would initially select multiple solutions 

randomly from the feature space to create a population. Each 

solution is termed as a chromosome or string, which is 

composed of a series of genes selected from the geneset. Each 

chromosome or string S is represented as 

1 2 3{ , , .... }nS s s s s , where each is  represents a gene 

selected from the dataset. The population contains a number 

of such strings and each is evaluated against a fitness function 

to determine solutions are to be retained in the population and 

which to be discarded [12]. The fitness function ensures that 

only the stronger genes are retained while the weaker ones are 

discarded.  The retained chromosomes are subjected to the 

genetic operators which generates new chromosomes from the 

retained chromosomes. This replenishes the population to the 

previous state before the weak chromosomes were discarded 

[10]. This population or generation is forwarded to the next 

cycle where the entire procedure is repeated and in this 

manner the iterations proceed until the termination condition 

is reached. 

Many GA based wrapper models are in use, the most popular 

of which is the GASVM method which uses GA to select 

genes and SVM to evaluate goodness of the selection as done 

in [13].  Reference [14] simultaneously optimized genes and 

parameters in their approach. Another methodology 

implemented in [15] reduced feature dimension by a 

preprocessing step. However these versions of GA could not 

efficiently produce an optimal subset of informative genes and 

suffer from over fitting problem as stated in the review paper 

[1]. Because GA based wrapper models are inherently 

computationally expensive primarily due to the large and 

random initial population, a lightweight preprocessing step is 

likely to provide more efficient results. Hence filter based 

method is an ideal choice for any hybrid framework. An 

approach is proposed by [16], where gain ratio (GR) or 

information gain (IG) has been proposed. However the filter 

based preprocessing step does not consider the correlation 

between genes being selected into the subset from the original 

dataset. The inclusion of noisy and redundant data would 

reduce the accuracy of the results and decrease the probability 

of finding an optimal small subset of features as the initial 

population of GA would contain noisy and redundant data.  

Coupled with the random, noisy and redundant initial 

population problem, binary chromosome representation in 

traditional GA limited the feature space that could be 

traversed and posed an overfitting issue. Using integer 

chromosome representation, selecting appropriate genetic 

operators and by developing a proper fitness function these 

problems may be overcome.  

Hence in the approach proposed here filter and wrapper 

methods have been combined into a hybrid framework where 

the above problems are addressed.  BFSS which would be 

used as a partial feature elimination step would ensure that the 

initial population contains genes which have been selected 

based on their interaction and also noisy and redundant 

features have been removed. However BFSS cannot fully 

remove all the noisy and irrelevant genes present in the 

dataset which is common to all filter based selection 

techniques [9], in addition it does not consider the 

classification accuracy of its selection and cannot fully utilize 

the predictive power of a combination of genes. Therefore 

final subset of genes would be obtained using the GA 

implemented with appropriate genetic operators and fitness 

functions. The detail of the proposed framework BFSSGA is 

elaborated in the next section. 

3. PROPOSED METHOD 
In this section the proposed hybrid framework which has been 

named BFSSGA will be elaborated. Fig 1 shows the overall 

methodology. From the entire geneset BFSS will output 

roughly 30% of the “good” genes. GA will then use the output 

of BFSS to generate the final subset of genes. 

3.1 BFSS (Boost Feature Subset Selection) 
Microarray dataset E as  

( , , , )E G S L E
  

(1) 

where 1 2{ , }nG g g g  is the set of all genes, 

1 2 { }mS s s s   is the set of all samples and

1 2 { , }lL l l l  is the set of all class labels of the dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: BFSSGA Flowchart 
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is the set of all real numbers and for s S  and 

,  ( , )g G E g s  is the expression value of gene g  in sample 

. Boost Feature Subset Selection (BFSS) algorithm begins 

by generating sample set called the bootstrap sample set  

of size , which is a multiset of samples obtained by 

random sampling with replacement from , which means 

that the same sample may appear more than once in The 

probability of each sample being sampled is 

 

( )( ).
s S

b M SP S m


 
  

(2) 

where ( ),M S s S is the multiplicity of item s , which is 

initialized as1/ m . Using 
MS  the bootstrap B  is generated 

by random sampling using ( )p s , where  

( , ,L,E)MB G S   (3) 

F score is calculated on bootstrap B  where the best score is 

marked as 'F  and the top ranked gene g corresponding to
'F   

is added to 'G , where 'G  is the set of genes  selected by 

BFSS.  Next, the set of samples for which g does not perform 

well i.e the worst set of samples worstS for the currently 

selected gene g  is identified.  worstS of size  with respect to 

B and single gene based score F is defined as the muliset 

   
 and 

arg m x ,a
M

M

S S S

F E g S S
 



  

(4) 

where
MS S  indicates a set by removing S from 

MS  

which can also be referred to as the best set of samples. The 

probability of the remaining set of samples i.e the best set of 

samples are reduced to allow subsequent iterations to select 

genes which performs well on the current worst set of 

samples. g is marked as selected and not evaluated again by 

the algorithm. BFSS continues to iterate in a similar manner 

until about 30% of G  have been selected. 

3.2 Genetic Algorithm (GA) 

After BFSS has produced its output GA will start execution as 

illustrated in Fig 2.GA works in an iterative manner until a 

required number of genes have been found. GA begins 

execution using 'G as its initial population. The population is 

divided into chromosomes and GA traverses through the 

initial population in cycle c  to generates a potential subset of 

genes P , 

1 2 3{ , , }g g g gnP P P P P     (5) 

where   'giP G . From P GA selects S number of genes such 

that S P , to be used in the next cycle  1c   where the 

selection process is based on the fitness function (6). In (6) x   

represents the chromosome under consideration, is the 

classification accuracy of chromosome, is the total number of 

genes in the dataset and   is the number of genes in 

chromosome. An important point to stress here is that GA 

selects those chromosomes among the potential subsets which 

provide higher accuracy values using fewer genes as 

illustrated by the fitness function which has been used in the 

hybrid framework. 

   *(( ( )) / )f x A x M R x M    (6) 

The chromosomewhich GA evaluates is an integer 

chromosome representation because in binary representation 

the size of the chromosome x  is defined by the total number 

of genes in the dataset as well as other problems as stated in 

[9].  Integer chromosome representation can overcome this 

problem as the size is independent of the total number of 

genes. Hence the chromosome representation is as follows 

1, 1[ ]ng g g  where each jg  is an integer value representing 

a gene index in the original dataset, j is the index of the gene 

index in the chromosome and n  represents the number of 

genes selected from. In this implementation the two point 

crossover method is used and the mutation process is random. 

 

Fig 2: GA Flowchart 

4. EXPERIMENTAL ANALYSIS 

4.1 Dataset Details 
For The proposed BFSSGA framework was applied on Acute 

Lymphoblastic leukemia cancer (ALL), Lung cancer and 
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6500 genes were selected for sample representation based on 

the confidence in the measured expression levels. Table I 
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randomly. This will help to avoid early convergence and over-

fitting problems. In this implementation of BFSS, t-Score is 

used to rank genes for a particular sample.  

Table II shows BFSS provided 4000, 4000 and 1500 genes for 

Leukemia, Lung and Colon cancer datasets respectively. 

These genes are neither generated randomly nor completely 

based on ranking methods rather they are generated by BFSS 

algorithm where correlations between genes are considered 

which in turn results in better initial population to be used by 

GA in next phase. Two classifiers namely KNN and SVM has 

been integrated with BFSSGA framework in order to exploit 

diversity of the outcomes. The Genetic Algorithm then 

operates on the initial population which is the BFSS output for 

each of the datasets. 

Table 1.number of genes in datasets 

Dataset Numbe

r of 

Classes 

Number of 

Samples in the 

Dataset 

Number of 

Genes 

ALL 2 (B-

cell 

ALL 

and T-

cell 

ALL) 

128 (95 B-cell ALL 

and 33 T-cell ALL) 

12625 

Lung 2 

(MPM 

and 

ADCA) 

181 (31 MPM and 

150 ADCA) 

12533 

Colon 2 

(Norma

l and 

tumor) 

62 (22 normal and 

40 tumor) 

2000 

 

Table 2.  BFSS OUTPUT 

Datasets Original Number 

Of Genes  

BFSS 

Output 

Leukemia  

(ALL) Cancer 

12625 4000 

Lung Cancer 12533 4000 

Colon 2000 1500 

The termination criteria was set to a specific number of genes 

as the final output which means GA will continue to generate 

new generations through the process of selection, crossover 

and mutation until the total number of genes is reduced to or 

less the number set as the termination criterion. Both 

BFSSGA and traditional GA were run ten different times with 

distinct termination conditions which were kept same for both 

to ensure proper comparison ground. 

Table III, IV and V shows the performance of BFSSGA on 

Leukemia, Colon and Lung Cancer dataset where the average 

and standard deviation of the results are stated. Table III 

shows the best result is given by BFSSGA-KNN with 88.26% 

classification accuracy with only 30 genes. On the other hand 

better average accuracy was given by BFSSGA-SVM which 

is 85.91% with standard deviation of 0.96. Table IV and Table 

V show the result for Lung and Colon cancer datasets 

respectively. Table IV shows 88.32% classification accuracy 

with only 32 genes, the best result for Lung cancer dataset. 

Table V shows the best result of 87.54% with only 22 genes 

for Colon cancer dataset.  

5. COMPARATIVE ANALYSIS 
In this section comparison of Boost Feature Subset Selection 

Genetic Algorithm (BFSSGA) with other evolutionary 

approaches of traditional Genetic Algorithm (GA), Ant 

Colony Optimization (ACO) and Particle Swarm 

Optimization (PSO) is done. In each of the evolutionary the 

results for Leukemia (ALL), Lung and Colon cancer datasets 

are analyzed and compared. Table 6 represents the tabular 

form of the comparison which includes the average 

classification accuracy values, standard deviation from 

average values and the highest classification accuracy values. 

From Table 6 shows that the proposed approach BFSSGA 

provides both the highest classification accuracies and better 

average classification accuracies for all the three cancer 

datasets. A simple observation of Table 6 states that 

BFSSGA-KNN provides highest values for Leukemia (ALL) 

and Lung Cancer datasets but BFSSGA-SVM not only 

provides the highest accuracy value for Colon cancer dataset 

but also better average accuracy values for all three datasets. 

Table 3.Classification Accuracies (%) and Number of 

Genes Selected by Boost Feature Subset Selection Genetic 

Algorithm (BFSSGA) For Leukemia (ALL) Cancer 

Dataset. 

Leukemia Cancer 

No. of 

Runs 

BFSSGA-

KNN 

#Selected 

Genes 

(KNN) 

BFSSG

A-SVM 

#Selected 

Genes 

(SVM) 

1 82.93 14 84.19 14 

2 84.79 16 85.37 16 

3 85.17 18 86.91 18 

4 87.21 20 86.31 20 

5 86.13 22 85.13 22 

6 84.49 24 86.41 24 

7 86.57 26 85.93 26 

8 86.59 28 86.31 28 

9 88.26 30 87.47 30 

10 85.41 32 85.19 32 

Average 

± S.D 

85.76±1.5

4 

23±6.06 85.91±0

.96 

23±6.06 

 

Table 4.  Classification Accuracies (%) and Number of 

Genes Selected by Boost Feature Subset Selection Genetic 

Algorithm (BFSSGA) For Lung  Cancer Dataset. 

Lung Cancer 

No. of 

Runs 

BFSSGA-

KNN 

#Selected 

Genes 

(KNN) 

BFSSG

A-SVM 

#Selected 

Genes 

(SVM) 

1 85.39 14 85.51 14 

2 84.16 16 86.64 16 

3 85.27 18 85.32 18 

4 84.96 20 83.69 20 

5 86.49 22 84.43 22 

6 84.31 24 86.12 24 

7 84.78 26 84.28 26 

8 83.96 28 85.16 28 

9 85.17 30 86.43 30 
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Lung Cancer 

No. of 

Runs 

BFSSGA-

KNN 

#Selected 

Genes 

(KNN) 

BFSSG

A-SVM 

#Selected 

Genes 

(SVM) 

10 88.32 32 86.71 32 

Average 

± S.D 

85.28±1.2

9 

23±6.06 85.40±1

.03 

23±6.06 

 

To make the process of comparison easier a graph based 

comparison is done. The comparison among different methods 

is graphically represented in Fig. 3, Fig 4. and Fig. 5 for 

leukemia, lung and colon cancer datasets respectively where 

X-axis represents number of selected genes and Y-axis 

represent accuracies (%). Each of the plotted points represents 

result of separate runs which are independent of each other 

thus it will be difficult to find any specific pattern within the 

graphs. From each of these graphs it can be easily depicted 

that for most of the cases both the BFSSGA-KNN and 

BFSSGA-SVM provides better accuracies comparing with 

traditional GA for the same number of selected genes on same 

dataset. 

Table 5.Classification Accuracies (%) and Number of 

Genes Selected by Boost Feature Subset Selection Genetic 

Algorithm (BFSSGA) For Colon Cancer Dataset. 

Lung Cancer 

No. of 

Runs 

BFSSGA-

KNN 

#Selected 

Genes 

(KNN) 

BFSSG

A-SVM 

#Selected 

Genes 

(SVM) 

1 83.73 14 84.83 14 

2 84.43 16 83.93 16 

3 83.98 18 85.49 18 

4 85.94 20 86.31 20 

5 85.54 22 87.54 22 

6 86.32 24 86.89 24 

7 87.27 26 86.93 26 

8 86.64 28 85.82 28 

9 85.81 30 85.37 30 

10 85.91 32 86.51 32 

Average 

± S.D 

85.56±1.1

6 

23±6.06 85.96±1

.09 

23±6.06 

Table 6.Comparison of accuracies (%) obtained by 

Boosted Cyclic GA and other related previous methods. 

Dataset ACO PSO GA-

SVM 

BFSS

GA-

KNN 

BFSSG

A-SVM 

Leukemia 

(Average ±SD; 

The Best) 

83.89 

---- 

84.22 

---- 

83.80± 

2.14; 

88.24 

85.76± 

1.54; 

88.26 

85.91± 

0.96; 

87.47 

Colon 

(Average ±SD; 

The Best) 

76.87 

---- 

79.69 

---- 

83.48± 

1.77; 

86.27 

85.56± 

1.16; 

87.27 

85.96± 

1.09; 

87.54 

Lung 

(Average ±SD; 

The Best) 

79.76 

---- 

80.09 

---- 

84.85± 

1.54; 

87.92 

85.28± 

1.29; 

88.32 

85.40± 

1.03; 

86.71 

 

6. CONCLUSION & FUTURE    WORK 
As the results show the proposed approach performs better 

than existing implementations of GA. The hybrid framework 

using BFSS provides GA with the appropriate initial 

population which aided with the proper GA parameters 

including the fitness function provided better results. The 

classification accuracy greatly improved as noisy and 

redundant genes was successfully removed. For future 

research, BFSSGA could be applied on other datasets and can 

be modified to be used in other fields of computing which 

deals with vast volumes of data. For further performance 

analysis the framework may be integrated with additional 

classifiers such as C4.5, Bayesian and others. 

 

Fig 3: Comparison Graph for Leukemia (ALL) Cancer 

Dataset  

 

Fig 4:Comparison Graph for Lung Cancer Dataset 

 

Fig 5:Comparison Graph for Colon Cancer Dataset 
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