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ABSTRACT 
Feature Selection is the process of selecting the momentous 

feature subset from the original ones. This technique is 

frequently used as a preprocessing technique in data 

mining. In this study, a new feature selection algorithm is 

proposed and is called Modified Fisher Score Principal 

Feature Analysis (MFSPFA). The new algorithm is 

developed by combining the proposed Modified Fisher 

Score (MFS) and Principal Feature Analysis (PFA). The 

proposed algorithm is tested on publicly available datasets. 

The experimental results show that, the proposed algorithm 

is able to reduce the futile features and improves the 

classification accuracy. 

General Terms 
Data Mining, Classification, Filter Approach, Feature 

Selection Algorithms. 

Keywords 
Feature Selection, Modified Fisher Score, Principal 

Component Analysis, Principal Feature Analysis  

1. INTRODUCTION 

Feature Selection is the process of selecting the subset of 

relevant features by removing redundant, irrelevant and 

noisy data from the original dataset. Feature selection 

methods fall into two categories: Filter approach and 

Wrapper approach. In filter approach, the features were 

selected based on criteria which are independent of the 

particular learning algorithm to be applied to the data.  In 

wrapper approach, the feature selection is based on a 

wrapper, which is a subset of attributes and are evaluated 

with a learning algorithm [1].   

Feature selection algorithms are categorized into 

Supervised Algorithms [2, 3], Unsupervised Algorithms [4, 

5] and Semi-supervised Algorithms [6, 7]. In Supervised 

Learning, all instances are associated with the class labels. 

In Unsupervised Learning, no class labels are available for 

the instances. In Semi-supervised Learning, few instances 

have class labels and the remaining instances do not have 

the class labels [8]. The selection criterion is a key 

component in feature selection to select the best features. In 

earlier period, various selection criteria have been proposed 

for the filter based feature selection. They are Mutual 

Information [9], ReliefF [10], Laplacian Score [11], Fisher 

Score [12], SPEC [13], Hilbert Schmidt Independence 

Criterion (HSIC) [14], and Trace Ratio [15].   

In feature selection technique, the most relevant features are 

selected. The noisy and irrelevant features are removed in 

the supervised method.  In unsupervised method, the 

redundant features are removed by finding the similarity or 

correlation measure between the features. In the recent 

study, the supervised and unsupervised methods are 

combined to find the best feature set from the original set 

[1]. The problem still persists in obtaining the best feature 

subset and the classification accuracy.    

In this paper, a new feature selection algorithm is proposed 

by combining the MFS and PFA. MFS is a supervised 

method that removes the noisy and irrelevant features 

which have the less discriminant information. The PFA is 

an unsupervised method which selects the relevant features 

using the correlation or similarity measure and also 

removes the redundant features. The proposed algorithm is 

validated with the publicly available datasets. The result 

shows that the proposed algorithm can largely reduce the 

feature dimensions and also it improves the classification 

accuracy.    

The rest of the paper is organized into different sections: 

Section 2 shows the existing feature selection criteria, 

Section 3 describes the Principal Component Analysis 

(PCA), Section 4 describes the Principle Feature Analysis 

(PFA), Section 5 deals with the proposed algorithm, Section 

6 presents our experimental results, and Section 7 gives the 

concluding remarks. 

2. EXISTING FEATURE SELECTION 

CRITERIA USED FOR FINDING 

FEATURE SUBSET  

In this section, existing feature selection criteria are 

discussed.  This includes various algorithm like ReliefF 

[10], Laplacian Score [11], Fisher Score [12], SPEC [13], 

Hilbert Schmidt Independence Criterion (HSIC) [14] and 

Trace Ratio [15].   

2.1 Feature selection using Fisher Score 
Fisher score is one of the simplest filter algorithms for 

feature selection [12]. In this criteria, the features are 

selected which have the similar values in the same class and 

the dissimilar values in different classes. The Fisher score is 

calculated using the formula 

                
∑   (       )

  
   

∑       
  

   

                     

where 

 µi is the mean of the features 

 sk  is the number of samples in the kth class 

 µi,k  is the mean of the  features in the kth class 
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  is the variance of the features in the kth class 

Fisher trace criterion 

The Fisher trace criterion [16] is calculated by the formula 

                {( ̃ )( ̃    )
  

}                   

where 

  ̃  is the scatter matrix between-class  

 ̃  is the total scatter matrix 

   is the positive regularized parameter 

    is the trace value of the given scatter matrix   
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where  

 ̃ is the total mean of the reduced data  

   is the size of the nth class reduced data 

 ̃  is the mean of the nth feature 

   is the number of samples of the jth class in the 

reduced data 

2.2 Feature selection using Laplacian 

Score 
Laplacian Score [11, 17] is proposed to select features that 

have the strong locality preserving ability. The Laplacian 

for the nth feature is calculates as: 
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where   

  ̃   ̃  
 ̃   

    
    

L is the Laplacian matrix 

D is the degree diagonal matrix  

2.3 Feature selection using Trace Ratio 

Criterion 
The trace ratio criterion for feature selection is proposed by 

Feiping Nie et al. in [15].  Let us consider the data 

matrix                     , based on the undirected 

graph, two weighted matrices are defined Zp and Zq. Zp 

reflects the within-class or local affinity relationship of 

instances and Zq reflects the between-class or global affinity 

relationship of instances,  

                                                                 

                                                   

where 

Lp and Lq are the Laplacian matrices 

Dp and Dq are the Diagonal matrices 

Let W      , be a selection matrix. It denotes the column 

vector by       .   

W= [                   ], where s is a permutation of {1, 

2… d}, the trace ratio criterion is calculated by  

 

                      
     

         

     
         

                

The above equation is reduced to U=XZqXT       and 

V=XZpXT       . Equation (8) can be rewritten as,  

 

                     
     

     

     
     

                           

The score of the features is calculated by 
 

                       
  

    

  
    

                           

2.4 Feature selection using Hilbert-

Schmidt Independence Criterion (HSIC) 
HSIC is proposed by Gretton in [18] to measure the 

dependency between two kernals. This criterion is used to 

select the subset of features in which, the HSIC criterion get 

maximized from the obtained kernals. The criterion is 

calculated by 

     
 

      
[            

         

           

  
 

   
      ]                   

where 

F is a subset of original features 

HF is the kernel obtained from subset of original 

features 

 The Forward Selection or Backward Elimination is used to 

select the best feature set using the HSIC criterion.  

2.5 Feature selection using ReliefF 
ReliefF is proposed in [10] for the supervised filter 

approach algorithm using the feature weights. Let us 

consider the n instances that are randomly selected from the 

original features. The evaluation criterion ReliefF is 

calculated by 

     
 

 
 ∑  

 

   

(              )

   (              )                     

where 

 fm, t  represents the value of instances     

           and           represents value on the tth 

features of the nearest points to    

d represents the distance measurement 

ReliefF criterion handles the multiclass problem by 

extending the above criterion and it is rewritten as,  
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    where 

   
 is the class label of the instances    

P(z) is the probability of an instance in class z  

PQ(x) or PR(x,z) represents a set of nearest points to x 

   
 and      are the sizes of the set PQ(x) and PR(x,z) 

3. PRINCIPAL COMPONENT 

ANALYSIS (PCA)  

The Principal Component Analysis [19] is a well 

established technique which is used to reduce the large 

dimension of dataset into small dimension of dataset that 

represents the most of the information in the original data 

matrix. To reduce the dimension, it forms     covariance 

matrix and it computes the Eigenvalues and Eigenvectors. 

Finally, it retains the q Eigenvector with the largest 

Eigenvalues. An n dimension vector y is projected to q 

dimensional subspace and the vector p is computed by 

                                                                                  

The main disadvantage of PCA is that it does not explicitly 

specify which features are important. 

4. PRINCIPAL FEATURE ANALYSIS 

(PFA) 

The PFA [20] is dimensionality reduction technique which 

is derived from the most popular statistical technique called 

Principal Component Analysis (PCA).  The PFA technique 

is used to select the features by dividing the features into 

different groups and it consequently selects a feature from 

each group.  

Let X be an n-dimensional random feature vector and D is 

the covariance matrix of X. Consider A is an orthnormal 

matrix composed of the Eigenvectors of D.   

     

                                                                                         

Let Am be the first m column of matrix A. Let Z1, Z2, 

Z3…Zn Є Rm be the rows of Am.  To identify the finest 

subset, row vector Zi is used to cluster the highly correlated 

features and select one feature from each cluster. The PFA 

algorithm can be summarized with the following five steps: 

Step 1: Calculate the sample Covariance Matrix. 

Step 2: Calculate the Eigenvalues and Principal 

Components of the Covariance Matrix. 

Step 3: Matrix Am is constructed from A by choosing 

the subspace dimension m. This can be chosen 

by deciding how much of the variability of the 

data is desired to be retained. 

Step 4: Using the K-means algorithm the vectors 
|  | |  |   |  |       are divided into p 

Clusters. Euclidean distance is used as a 

distance measure in K-means algorithm.   

Step 5: From each cluster, find the corresponding 

vector Zi which is closest to the mean of the 

cluster. Choose the corresponding features, Si, 

as a principal feature. This step will yield the 

choice of p features. 

5. PROPOSED WORK 

5.1 Modified Fisher Score (MFS) 
In the existing feature selection algorithms, Fisher score is 

used as a criterion for selecting the features. In the proposed 

work the Fisher score is modified by calculating the 

Euclidean Norm for the given input matrix and this value is 

used as Fisher criterion to select the best features. The MFS 

is calculated by the given formula 
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where 

        is the mean of  ith class  

                is the size of the ith class  

      µ is the total mean  

        is between-class scatter matrix 

                   is total scatter matrix 

          is a positive parameter 

         is the number of samples of the jth class  

5.2 MFSPFA Algorithm 
The main goal of the feature selection algorithm is to find 

most relevant features by eliminating irrelevant, redundant 

and noisy features. To overcome these issues a new 

algorithm MFSPFA is proposed by merging supervised 

method (MFS) and unsupervised method (PFA). The 

proposed MFS is a supervised feature selection criterion. It 

is used to remove the noisy and irrelevant features but it is 

unable to remove the redundant features present in the data 

set. PFA removes the redundant features by exploring the 

correlation analysis between the features. In the proposed 

algorithm, MFS is used to choose the m features that have 

the most discriminant information. In MFS, the features are 
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retained by gathering the MFS value in descending order 

until the percentage value does not exceed the users’ 

threshold value of 0.95. Then PFA method is used to divide 

the selected m features into n clusters. Finally, the best 

feature subset is obtained by choosing one feature in each 

cluster. The MFSPFA algorithm is summarized in the 

following steps; 

Step 

1: 
Compute the MFS measure for each feature.  

Step 

2: 

Arrange the features in the descending order 

based on the MFS measure.  

Step 

3: 

Select the best m features till the MFS measure 

surpasses the users’ threshold value.   

Step 

4: 

The selected m features are divided into n clusters 

using PFA method. 

Step 

5: 

Finally, select a feature from each cluster and 

form a best feature subset.  

6. EXPERIMENTS 

In this section, the experiment is carried out to prove the 

efficiency of the proposed feature selection algorithm. The 

experiment is carried out on a well known publicly 

available dataset for UCI Machine Learning Repository. 

The efficiency of the proposed algorithm is analyzed in 

terms of Classification accuracy. The K–Nearest Neighbor 

classifier is used to evaluate the classification accuracy of 

proposed algorithm. The proposed algorithm is compared 

with two existing feature selection algorithms; they are 

FS+PFA and LDDR.  

In the FS+PFA and LDDR algorithms, trace values are 

calculated for the given input matrix and the values are used 

as a Fisher criterion for selecting the relevant features. In 

the proposed algorithm, instead of trace value, the 

Euclidean norm is calculated for the given matrix and this 

value is used as a Fisher criterion for selecting the most 

pertinent features. 

Table 1. Classification accuracy of feature selection 

algorithms 

Dataset Features 
Accuracy Percentage (%) 

FS+PFA LDDR MFSPFA 

Ionosphere 32 92.00 93.11 95.28 

USPS 256 94.32 95.15 96.11 

Isolet 617 88.13 90.22 92.86 

Multi- 

features 

649 83.58 85.13 90.18 

Leukemia 12558 89.29 91.86 93.47 

 

 

Fig 1: Comparative Analysis of feature selection 

algorithms 

The experimental results of the proposed feature selection 

algorithm are depicted in table 1. Fig 1 shows the 

comparative analysis of the feature selection algorithms. 

From the results, the proposed algorithm shows an 

improved classification accuracy compared to the existing 

feature selection algorithms.    

7. CONCLUSION 

In this paper, a new feature selection algorithm is proposed 

by combining the MFS and PFA.  The aim of the proposed 

algorithm is to obtain the best feature subset by eliminating 

the irrelevant, redundant and noisy features. The MFA 

criterion eliminates the irrelevant and noisy features by 

analyzing its discriminant information. Whereas PFA 

eliminates the redundant features by analyzing the 

correlation measure between the features. The proposed 

algorithm is evaluated using various datasets. The results 

show that the proposed algorithm performs better than the 

existing FS+PFA and LDDR algorithms. This work can be 

extended by combining the remaining supervised and 

unsupervised learning algorithms to improve the 

classification accuracy    
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