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ABSTRACT 

Estimation of noise from an image continues to be a 

challenging area of research in the field of image processing. 

However, noise estimation from images that inherently 

contains very fine details or which have textured regions is 

still a challenging task. This paper attempts to estimate noise 

content from images corrupted by Gaussian and Speckle 

noise. The noise estimation technique proposed here is based 

on deriving a generic transfer function. This transfer function 

attempts to map the median value of the local noise standard 

deviation that is calculated on overlapping sub-images of the 

noisy image to the overall noise deviation in the image. The 

results obtained show that the proposed algorithm performs 

well for different types of images and over a large range of 

noise deviation. Comparison with other known standard 

techniques in literature is also presented in the paper, which 

confirms that proposed method provides better noise 

estimation. The approach has been proven to work on images 

affected by speckle noise as well. Results for estimation of 

speckle noise are also presented in this paper.     
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1. INTRODUCTION 
Noise removal is a very important processing step for most of 

the digital imaging applications [1]. Some of the well known 

noise removal algorithms require prior knowledge about the 

content of noise in the image [2] [3].The noise content for 

standard type of noise (Gaussian\speckle) can be expressed in 

terms of noise variance or noise standard deviation. In 1993, 

Olsen gave a complete description and comparison of various 

noise estimation algorithms that were available then. In 

general, these algorithms are classified into two different 

categories: filter-based and block-based [4]. Since 1993, many 

approaches have been presented in order to obtain a good 

estimate of noise content in an image.  

J. Immerkaer’s [6] fast noise estimation method is a very 

simple way of calculating the noise standard deviation. He 

proposed that the standard deviation of the noisy image ‘N’ of 

size m x n can then be computed as: 
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This method only requires convolution and averaging and is 

therefore computationally less expensive. It works well for 

images corrupted with noise of high noise standard deviation. 

However, it overestimates noise in case of low standard 

deviation; since, it considers fine details inherent to the image 

to be noise.   

In 1999, Rank, Lendl, and Unbehauen [5], proposed another 

method for noise variance estimation. Their algorithm 

estimates the noise variance in three steps. As a first step, the 

original image structure is suppressed by cascaded vertical 

and horizontal difference operators. The second step involves 

computation of histogram of local standard deviation. Finally, 

an iterative evaluation of the histogram is performed to 

estimate noise. Since it involves iterative histogram analysis, 

it is computationally expensive. Moreover, a-prior knowledge 

about the histogram is required. This method also suffers from 

the problem of over estimation due to poor suppression of 

smooth regions. Bilcu and Vehvilainen [7] proposed a method 

in order to improve the work by Rank et al. The algorithm 

involves following steps: Laplacian convolution, Edge 

detection, Local variance computation, Histogram 

computation and statistical averaging. Bilcu et al have 

overcome the problem of overestimation by using Laplacian 

convolution which suppresses image structure more 

efficiently. However, they continued to use histogram based 

statistics which makes it computationally intensive. Bosco 

et.al [8] explained a noise estimation method based on 

histogram approximation to overcome inaccuracy of 

averaging.  The main weakness of this method is that it takes 

more time and storage to accumulate differences. Amer et al 

[9] introduced a new approach to find homogeneous regions 

using special masks. The method includes use of eight high-

pass operators and special masks for corners to stabilize the 

homogeneity estimation for each block. Shin et al [10] 

explained noise estimation algorithm based on both block-

based and filtering-based approaches. It selects homogeneous 

blocks by a block-based approach and then filters the selected 

homogeneous blocks using a filtering-based approach. 

 In 2008, Shen-Chuan Tai and Shih-Ming Yang [11] modified 

J. Immerkaer’s method by introducing edge detection block 

before Laplacian convolution. In order to obtain edge map, 

they have used Sobel edge detector with adaptive threshold 

selection. After finding the edge map, they follow the same 

approach as [6], but exclude the edge pixels. This method 

gives good results for low noise deviation but tends to 

overestimate noise for images with fine details or textured 

regions. 
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The proposed method in this paper is a further improvement 

to the approach proposed by Tai et al. It estimates noise more 

accurately over large range of noise variances for a variety of 

images. The rest of the paper describes our proposed method 

in detail and is organized as follows. Section 2 describes the 

noise model. Section 3 describes our proposed method. 

Section 4 presents the results and discussion. Section 5 reports 

on conclusion and scope for future work. 

2. NOISE MODEL 

2.1 Additive/Gaussian Noise 
All In the case of additive white Gaussian noise (AWGN), all 

the image pixels deviate from their original values following 

the Gaussian curve. The probability density function (PDF) 

for a zero mean Gaussian distribution is given as: 
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For each image pixel with intensity value     (1 ≤ i ≤ m, 1 ≤ j 

≤ n; for an m x n image), the corresponding pixel of the noisy 

image     is given by, 

                                                (4) 

Where, each noise value ‘G’ is drawn from a zero-mean 

Gaussian distribution.  

2.2 Multiplicative/Speckle Noise 
This type of noise can be expressed as a unity-mean normal 

random process with PDF given by 

  ( )  
 

√    
 
 (   ) 

                             ( ) 

For each image pixel with intensity value     (1 ≤ i ≤ m, 1 ≤ j 

≤ n; for an m x n image), the corresponding pixel of the noisy 

image     is given by, 

                                                (6)   

 Where, each noise value ‘S’ is drawn from unity-mean 

normal random distribution.  

3. PROPOSED ALGORITHM 
The proposed algorithm works in two phases: generating the 

transfer function and noise estimation. The transfer function is 

generated only once a-priori; and then it is used to estimate 

noise from any noisy image. 

3.1 Generating the Transfer Function 
In order to obtain transfer function, we have used three 

images, each having all the pixels of same gray values, as 

shown in Fig.1.These images are of size 256x256; and have 

uniform intensities of 64,128 and 255 respectively. 

 

             (a)                         (b)                           (c)    

Fig 1: Source images 

 

We first convolve the image with a Laplacian mask as given 

in (1). Because of this, a majority of the smooth regions in the 

image is suppressed, leaving behind mostly the noisy regions. 

From this ‘noise only image’, we compute the local standard 

deviation of the noisy pixels. For this, we have tested with 

several different window sizes and found that the proposed 

algorithm works best for a window size of 11 x 11. We then 

find the median value of local standard deviation for the entire 

image as described below: 

             (              )              (7) 

Where,                are the standard deviation values 

of the overlapping 11 x 11 blocks of image convolved with 

mask given in (2). This is depicted in Fig.2, where the red, 

pink and the blue boxes are the illustrative overlapping 11x11 

boxes; the pixels within which are used to compute the local 

standard deviation   .  

 

Fig 2: Overlapping Boxes considered for calculating 

median of local standard deviation 

As a next step, we find a regression between the local 

characteristic computed from the noisy image against the 

standard deviation of the input image. We have repeated all 

the above steps for all three source images by varying the 

noise deviation.  

In case of additive noise (Gaussian), as shown in Fig.3, a 

graph is plotted between the input standard deviation and 

median value of the local standard deviation for that image. 

Here, the input standard deviation is varied from 1 to 40 for 

all the three source images. 

For multiplicative (speckle), noise, as shown in Fig.4, a graph 

is plotted between the input standard deviation and median 

value of the local standard deviation divided by mean of that 

image. Here, the input standard deviation is varied from 1 to 

10 for all the three source images. 

 

Fig 3: Graph between input standard deviation and 

median of the local standard deviation for source images 

(additive noise) 
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Fig 4: Graph between input standard deviation and 

median of the local standard deviation divided by mean 

for source images (multiplicative noise) 

As seen from Fig. 3 and Fig. 4, for a liner regression, the R-

square value was more than 0.99 considering all the three 

source images. We then derive a transfer function that relates 

the image standard deviation to the local characteristic as 

calculated from individual images. The transfer functions are 

as given below:  

For additive noise (Gaussian), 

   (             )                                (8) 

For multiplicative noise (Speckle), 

   (       
      
        

)                               ( ) 

Where,  

                     is the median of local standard deviations  

                       is the mean of the entire image 

3.2 Noise Estimation 
In order to estimate noise, we first convolve the image with a 

Laplacian mask. This is to suppress the smooth regions of the 

image. However, some edge information still remains even 

after applying the Laplacian mask, as shown in Fig.5(c). 

These edges will act as noise and will result in overestimation. 

It is therefore desirable to further filter the image in order to 

remove these edges as well. For this, we have used Sobel 

operator. After obtaining the edge map, we suppress the edge 

pixels from output of Laplacian convolution. The resultant 

image is now assumed to contain all the noisy pixels as shown 

in Fig.5 (d). 

                                   
(a)                                             (b)       

 

 

(c)                                         (d) 

Fig 5: (a)original image (b) Noisy image with σ=5 (c) 

Output of Laplacian convolution with edges highlighted 

(d) Output after suppressing edges from (c) 

The detailed algorithm for calculating the noise standard 

deviation is summarized below:  

 STEP 1: Convolve noisy image ‘N’ with Laplacian mask. 

     |      |                                (  ) 

Where, 

              is the laplacian convolved image     

            is given in (2) 

          ‘*’ denotes convolution 

STEP 2: Perform edge detection on noisy image ‘N’ using 

Sobel edge Detector. 

    |    |                                (  ) 

    |    |                                (  ) 

Where, 
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STEP 3: Suppress edges from Laplacian Convolved image to 

obtain noise only image(  ). In order to suppress edges from 

    image, apply threshold on     and     images.  

The threshold can be obtained as: 

           (   )                                (  ) 

           (   )                                (  ) 

Where, 

             (   ) is the maximum value of       

            (   )is the maximum value of      

          We have experimentally found value of ‘p’ as, 

      

STEP 4: Compute local standard deviation (11x11 blocks) of 

noise only image(  ). Also compute median        of local 

standard deviation values as explained in previous section. 

STEP 5: Compute noise standard deviation using (17) for 

additive noise and using (18) for multiplicative noise. 
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 Where,  

       is the median of local standard deviations  

                       is the mean of the entire image          

4. RESULTS 
The proposed algorithm (PA) is tested on a variety of images 

with varying noise variances.  

We have depicted results on test images as shown in Fig.6.  

                  
Barbara                       Baboon                               Parrot

Lena                     Leaves                    Flower 

Fig 6: Test images 

In order to evaluate the performance, we define the error 

metric (percentage estimation error) as: 

  
   (                    )

         
                      (  ) 

Where,  

                         is the input standard deviation value 

                           is the estimated value of standard   

                                deviation by proposed algorithm   

 

   

4.1 Additive/Gaussian Noise 
The proposed algorithm is compared with noise estimation 

algorithms by Rank et al [5], J. Immerkaer [6] and Tai et al 

[11]. 

Fig.7 and Fig.8 shows the performance comparison of 

algorithms presented in literature against our method in a 

graphical format. When the noise deviation is low, most of the 

algorithms tend to overestimate noise. The noise estimation 

becomes more erroneous when the image inherently contains 

fine details (Baboon), as shown in Fig.7 or if the image has 

textured regions (Barbara), as shown in Fig.8. 

 

Fig 7:  Performance comparison of [5], [6], [8] and PA for 

Baboon image 

 

Fig 8: Performance comparison of [5], [6], [8] and PA for 

Barbara image 

The algorithm described in [5] makes use of cascaded vertical 

and horizontal difference operator which does not suppresses 

complete original image structure. The algorithm described in 

[6] does not employ edge detection.  It therefore overestimates 

noise because it considers strong edges that are left out after 

Laplacian convolution as noise. The algorithm described in 

[11] has achieved significant improvement over [6] by 

performing edge detection before Laplacian convolution to 

reduce their contribution to noise deviation.   

However, the proposed algorithm estimates noise more 

accurately as compared to the other techniques, since it 

considers a windowed local standard deviation after 

suppressing the image structure and subsequently maps it on 

to transfer function that is obtained using linear regression on 

about 120 noisy images with known noise content. The 

proposed method is in contrary to [11], which estimates noise 

using simple arithmetic averaging.  

Table 1-6 shows comparison of our proposed algorithm with 

other algorithms over range of noise deviation (standard 

deviation varied between (1 to 40)) for the test images.  The 

results indicate that we have achieved significant 

improvement in estimation as compared to [5] and [6]. 

When compared with [11], our algorithm performs better for 

images which inherently contains fine details (Baboon) or if 

the image has textured regions (Barbara).  
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Table 1. Table .Comparison of Percentage Estimation 

Error of [5] and PA for Lena, Leaves and Flower Images 

 

Table 2. Comparison of Percentage Estimation Error of 

[6] and PA for Lena, Leaves and Flower Images 

 

Table 3. Comparison of Percentage Estimation Error of 

[8] and PA for Lena, Leaves and Flower Images 

 

 

 

 

 

Table 4. Comparison of Percentage Estimation Error of 

[5] and PA for Barbara, Baboon and Parrot Images 

 

Table 5. Comparison of Percentage Estimation Error of 

[6] and PA for Barbara, Baboon and Parrot Images 

 

Table 6. Comparison of Percentage Estimation Error of 

[8] and PA for Barbara, Baboon and Parrot Images 

 

 

We have also tested our algorithm on image with poor 

contrast and image corrupted by motion blurr. The test images 

are as shown in Fig. 9. 
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                      (a)                                               (b)    

Fig 9: (a) Low contrast image (b) Motion blurred image 

Table 7 shows the results of proposed algorithm on Fig. 9(a) 

and Fig.  9(b) .Numbers in the table are indicative of 

robustness of the proposed algorithm. 

Table 7. Percentage Estimation Error of PA for low 

contrast and motion blurred image 

 

4.2 Multiplicative/Speckle Noise 
Table 8 shows percentage estimation errors for test images 

mentioned earlier when contaminated with speckle noise of 

varying sigma. Numerical values indicate that the proposed 

algorithms can directly be used to estimate speckle noise 

accurately.  

Table 8. Percentage Estimation Error of PA for Lena, 

leaves, Flower, Barbara, Baboon and Parrot Images 

contaminated with speckle noise 

 

4.3 Noise Verification of Proposed 

Algorithm on Medical Ultrasound Images 
Our algorithm can also be used for performance comparison 

of noise removal algorithms quantitatively. The well known 

error metrics e.g. RMSE, PSNR, UQI and SSIM require 

original image for reference. However, the proposed 

algorithm does not require reference image and can give noise 

content which actually matches with visual comparison. 

Banazier et al [12] has proposed algorithm for speckle noise 

reduction from clinical ultrasound images. Fig. 9 shows the 

results of different de-speckle filters [12].  

   

(a)                           (b)                           (c)                                          

 

            (d)                             (e)                         (f) 

 

            (g)                            (h)                            (i) 

Fig 9: (a) Ultrasound image (liver image) (b) Noisy 

image(σ=5) (c) Median filter output (d) Speckle reducing 

anisotropic diffusion filter output  (e) Geometric de-

speckle filter output (f) Mean and variance local statistics 

de-speckle filter output (g) Wavelet Shrinkage filter 

output (h) Total Variation de-speckle filter output (i) 

Output of  method proposed in [9] 

Table 9 shows speckle noise estimation for images shown in 

Fig. 9. 

Table 9. Estimation of speckle noise content for images 

shown in Fig.9 

 

As given in above table, speckle noise content is highest for 

Fig.9 (b) which is quite obvious as it is noisy image. Fig.9 (f) 

has lowest estimated value; this is due to over smoothing of 

image. Values for Fig.9 (d) and Fig.9 (i) indicates that these 

algorithms remove noise while preserving image details.  

5. CONCLUSION 
In this paper, a robust algorithm for estimation of noise 

standard deviation from images is proposed. This method 

estimates noise based on transfer function which is obtained 

experimentally from three source images on a-priori basis. 

The algorithm performs well for images with wide range of 
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noise deviation. It also gives encouraging results for noisy 

images that have inherent high frequency (fine details) or 

textured regions in it. We have reduced noise estimation error 

approximately by 50% for such images. The proposed 

algorithm is robust enough to estimate noise from poor 

contrast or blurred images with estimation error of 6% or less 

for noise deviation of 10 or more. The same algorithm can be 

used without any modification for estimating speckle noise as 

well. Results for speckle noise estimation indicate that 

proposed algorithm performs equally well for multiplicative 

noise with estimation error of 5% or less. The proposed 

algorithm can also be used to quantify noise content of an 

image and hence can be used as metric to compare 

performance of different noise removal algorithm. Owing to 

the repetitive nature of windowing and calculating local 

standard deviation thereof, this method can be further 

exploited for parallelization and hardware implementation as 

well. 
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