
International Journal of Computer Applications (0975 – 8887)  

Volume 50 – No.3, July 2012  

32 

Enhanced Computational Model for Intelligent Selection 

of Telecom Services using CLARA and Artificial Neural 

Network 

 
Shweta Gupta 

Bharati VidyaPeeth’s College of 
Engineering 

Shikha Rastogi 
Bharati VidyaPeeth’s College of 

Engineering 

Alok Chaturvedi 
DITM

 

 

 

ABSTRACT 

This paper proposes an enhanced design for development of 

computational model for intelligent selection of telecom 

services meant for telecom customers. Computational model 

comprises of Data mining and Soft computing techniques. 

CLARA cluster algorithm as Data mining technique is used to 

categorize telecom customers into five clusters referring to 

five different telecom services scheme. Categorization of 

customers is based on their Historical call usage pattern. 

CLARA addresses the noise sensitivity defect of K-means 

which was used in previous model. Consequently soft 

computing technique such as neural network is implemented 

to train the system. Neural network performance graph shows 

that this model gives better result than the previous model.  

Keywords 
Telecommunication services, data mining, clustering, 

CLARA, K-means, soft computing, artificial neural network 

1. INTRODUCTION 
According to present scenario, we are observing that lot of 

companies are emerging in the telecommunication market. 

With the rapid development in mobile telephone network, vast 

competitive pressure is generated on the various companies 

and companies are looking for benchmarks for enhancing 

their performance or improving business plans for generating 

more revenues against competitor’s to remain a lead 

competitor in the market. To fulfill the requirement of 

customer or to make better investment decision for a telecom 

company, it is very important to predict requirement of 

services as a precondition. The telecom planning involves 

consideration of many influential factors, such as the outgoing 

minutes of usage, revenue generated by outgoing minutes of 

usage, outgoing minutes of usage during roaming, revenue 

generated during roaming and average revenue per user. 

Since there can be different kinds of customer pertaining to 

different kinds of demands, the proposed approach is designed 

to perform customer segmentation i.e. divide the customer 

into different segments according to their network usage 

pattern and select the best design strategies for profitably 

serving the chosen segments better than the company’s 

competitors do. In this paper, clustering as a data mining 

technique and neural network as a soft computing technique is 

implemented. 

2. DATA MINING FRAMEWORK  

2.1 Domain Understanding 
Data mining, the extraction of hidden values from our data 

warehouse, used to predict future information from large 

databases. It enhances Business model and change policies 

based on patterns. In recent years Data is enormous and 

analysis of the data makes sense. Data mining acts as a 

powerful technology which can answer various business 

queries helps the organization to grow.  Various mining tools 

are available to forecast future trends and behaviors, allowing 

businesses to make practical, knowledge-driven decisions. 

To successfully extract relevant patterns from previous 

understanding of the business goals is highly important 

otherwise data mining will lead to the discovery of irrelevant 

and useless pattern.to understand the target customers, a study 

of relationship between their network usage pattern and 

personal benefits was helpful. This study leads to the better 

design of schemes to produce even more desirable results like 

high revenue generation and customer satisfaction. Therefore, 

it will be beneficial to have a tool that will help us to respond 

to questions such as: “What all services we should offer to 

which segment of customer”?  

2.2 Clustering Approach 
The approach that we propose for customer segmentation is 

the clustering approach. This approach implies data grouping 

and partitioning. Clustering analysis is a fundamental but 

important tool in statistical data analysis. In the past, the 

clustering techniques have been widely applied in a variety of 

scientific areas such as pattern recognition, information 

retrieval, microbiology analysis, and so forth. Clustering, in 

data mining, is a useful technique for discovering interesting 

data distributions and patterns in the underlying data. The 

process of segmenting users as a group of similar customers 

may not always be perfect. Even though customers may share 

a common usage pattern, there are still differences in 

demographics that cannot be then further segmentation may 

be needed within that segment. In our project, customer 

segmentation is done using both k-means and CLARA. 

Experimental results show that CLARA outperforms the k-

means. 

2.3 K-means Algorithm 
Suppose that we have n sample feature vectors x1, x2, ..., xn all 

from the same class, and we know that they fall into k 

compact clusters, k < n. Let mi be the mean of the vectors in 

cluster i. If the clusters are well separated, we can use a 
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minimum-distance classifier to separate them. That is, we can 

say that x is in cluster i if || x - mi || is the minimum of all the k 

distances. This suggests the following procedure for finding 

the k means: 

 Make initial guesses for the means m1, m2, ..., mk 

 Until there are no changes in any mean 

o Use the estimated means to classify the 

samples into clusters  

o For i from 1 to k  

 Replace mi with the mean of all 

of the samples for cluster i  

o end_for  

 end_until  

Here is an example showing how the means m1 and m2 move 

into the centers of two clusters.  

 

 

 

Fig 1: K-means Clustering Validation 

2.4 CLARA Algorithm 

Compared to PAM, CLARA can deal with much larger data 

sets. It also tries to find k representative objects that are 

centrally located in the cluster, they define. Internally, this is 

achieved by considering data subsets of fixed size, so that the 

overall computation time and storage requirements become 

linear in the total number of objects rather than quadratic. 

In PAM, the collection of all pair-wise distances between 

objects is stored in the central memory, thereby consuming 

O(n2) memory space. Therefore PAM cannot be used for large 

values of n. To avoid this problem CLARA does not compute 

the entire dissimilarity matrix at a time. Therefore, CLARA 

accepts only the actual measurements (i.e. n *p data matrix). 

The clustering of objects with CLARA is carried out in two 

steps. First, a sample is drawn from the set of objects and 

divided into k clusters, using the same algorithm as in Pam. 
The algorithm consists of two parts: 

 Build phase: 

    1. Choose k entities from n dataset to become    
the medoids, 

    2. Assign every entity to its closest medoid. 

 Swap phase: 

    3. For each medoid m, 

      3.1 For each non medoid data point O 

    3.2 Swap m and O and compute total cost of   

configuration (distance) 

    4. Select the configuration with minimum cost. 

    5. Repeat 2-5 until no change in medoid. 

The quality of clustering is defined as the average distance 

between each object and its medoid. This procedure is 

repeated five times and clustering with the lowest average 

distance is retained for further analysis. The final average 

distance, the average and the maximum distance to each 

medoid are calculated in the same way as in Pam for all 

objects. The ratio of the maximum distance of the medoid to 

the minimum distance of the medoid to another medoids gives 

information on the tightness of a cluster. A small value (0.20) 

indicates a very tight cluster, while a value > 1 indicates a 

weak cluster. Finally, silhouettes of clusters are plotted, but 

only for the best subset, since the entire silhouette plot will be 
too large to print. 

3. ARTFICIAL NEURAL NETWORK 
Artificial neural networks (or simply neural networks) are   

computational metaphor inspired by studies of the brain and 

nervous systems in biological organisms. They are highly 

idealized mathematical models of the essence of our present 

understanding of how simple nervous systems work. Neural 
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Fig 2: Silhoutte plot of CLARA for k=5 and n=59100 with 

average Silhoutte width:0.47 

 

Fig 3: CLARA clustering Visualization 

 

networks operate on the principle of learning from examples; 

no model is specified a priori. Neural networks are likened to 

nonparametric models in the statistical literature. Neural 

networks are used to solve complex nonlinear function 

approximation problems, difficult linearly inseparable pattern 

classification problems, speech recognition and control 

problems, and complex time-series modeling problems though 

the neural network technology has been applied in various 

fields. Neural networks can be characterized in terms of the 

three entities:  

1.  Model of neurons, i.e., characteristics of the processing 

unit. 

2.  Models of interconnection structure, i.e., the topology of 

the architecture and strength of the connections that encode 

the knowledge.  

3.  A learning algorithm, i.e., the steps involved in adjusting 

connection weights of neural network. 

3.1 Back Propagation Algorithm 
1. For the output layer neurons, the difference between the 

actual and the desired output is computed i.e. calculate the 

error in each neuron of the output layer. 

2. For the hidden layer neurons, multiply all the weights 

between the hidden layer neuron and the output layer neurons 

with the error of the corresponding output layer neurons and 

add the product. 

3. Compute the error derivative of the weights. It is the 

product of the error of the neuron computed in step 2 and the 

value of the weight through the incoming connection.  

4. Adjust the weights of each neuron to minimize the error. 

4. TELECOM RESEARCH VARIABLES 

These are the variables that we have taken into 

consideration for our research methodology. 

 

Table 1: Telecom Research variables and its description 
S.No. Input variables Description 

 

1. 
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4. 

 

 

5. 

 

OG_MOU(in Min) 

 

 

 

 

 

OG_AIRTIME 

 

 

 

 

 

R_OG_MOU(in 

Min) 

 

 

R_OG_AIRTIME 

 

 

NETARPU 

Outgoing Minutes of Usage 

i.e. number of minutes for 

which subscriber made 

outgoing calls (excluding 

roaming OG_MOU).  

 

Outgoing Airtime revenue 

i.e. revenue generate from 

OG_MOU or balance 

deduction from subscriber's 

account. 

 

Outgoing minutes of usage 

while roaming out of its 

home location/circle. 

 

Airtime revenue generated 

while subscriber is on 

roaming. 

 

In Net ARPU we deduct all 

payouts charges such as 

(Access Deficit charges 

ADC, Interconnectivity 

charges e.t.c) from Gross 

ARPU which will give Net 

ARPU per subscriber. 

 

. 

5. RESEARCH METHODOLOGY 
As we are observing various new telecom companies are 
emerging nowadays, so the competition all about attracting 

new customers and retaining old mobile customers is on the 

surge. We hereby design an algorithm that aims to provide 

intelligent telecom services to mobile users by making an 

effective use of their historical call data. The historical data is 

used to segment the customers into five different clusters 

formed on the basis of their parameter values using K-means 

algorithm on the database. The table below depicts 5 clusters 

formed with respect to their usage pattern. 
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Table 2: Research Methodology 

 

5.1 Description and Offers provided to the                   

Clusters 

Cluster I: - We can observe comparatively equal roaming and 

call usage pattern with a medium overall usage pattern 

Offer: - Recharge with Rs. 400 get 210 TT, 200 roaming TT 

and 300 SMS free, where TT is talk-time. 

Cluster II: - This is the lowest revenue generating cluster 

with a low usage pattern. Roaming usage is higher than 

normal usage. 

Offer: -  

(i) Recharge with Rs 50 get 20 TT and 40 roaming TT. 

(ii) Recharge with Rs 50 get 60 roaming TT. 

Cluster III: - Here we can observe a low call usage pattern, 

and a very high roaming OG_MOU 

Offer: - Recharge with Rs 500 get free 400 roaming TT and 

100 normal TT  

Cluster IV: - Here major portion of revenue is generated from 

outgoing calls and comparatively very small from roaming 

outgoing calls. 

Offer:- Recharge with Rs 500 get 500 TT and 500 SMS free 

Cluster V: - In this cluster major chunk of revenue comes 

from roaming charges, hence an attractive roaming offer can 

be provided. Call usage pattern is also high, hence another 

attractive offer based on call usage can be provided.                             

Offer: -  

(i) Recharge with Rs. 1000 get 1200 roaming TT and 600 

SMS free.             

(ii) Recharge with Rs. 1000 get 1200 TT and 600   SMS free.                                       

(iii) Recharge with Rs. 1000 get 600 TT, 600   roaming talk 

time and 600 SMS free. 

6. IMPLEMENTATION 
1. Customer Segmentation: The technique used for customer 

segmentation is clustering. A cluster can be defined as a 

collection of objects which are ”similar” between them and 

”dissimilar” to the objects belonging to other clusters. The 

similarity criterion that was used in this case is distance: two 

or more objects belong to the same cluster if they are ”close” 

according to a given distance (in this case geometrical 

distance).This is called distance-based clustering. 

Implementation uses ‘R’ tool, which is a Programming 

Environment for Data Analysis and Graphics. R is an 

integrated suite of software facilities for data manipulation, 

calculation and graphical display. Clustering analysis for 

customer segmentation and visualization is done using R.  

2. Clustering Algorithm: We are using here CLARA 

clustering algorithm, which is Clustering large Application. 

Compared to k-means, CLARA deals with large data 

set. Instead of finding medoids for the entire data set, CLARA 

draws a small sample from the data set and applies the PAM 

algorithm to generate an optimal set of medoids for the 

sample. The run time complexity is O(n) instead of O(n2) as 

in PAM.CLARA addresses the noise sensitivity defect of K-

means. 

 

Fig 4: Implementation steps 

Variables I II III IV V 

OG_MOU 0.6- 

137.8 

0.00-

59.00 

0-76 28-245  0-147 

OG_AIRT

IME 

0-

87.58 

0-30 0-60 0-189 0-

137.5 

R_OG_M

OU 

0-

173.08 

0-

101 

0-242 0-106.7 0-226 

R_OG_AI

RTIME 

0-

104.8 

0-

77.5 

0-

204.2 

0-62.3 0-

196.5 

NET_ARP

U 

-91.0 -

95.74 

-300-

37 

-78 -

96.36 

-139 – 

139 

82 – 

414 
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3. Cluster validation: Cluster validation refers to the problem 

whether a found partition is correct and how to measure the 

correctness of a partition. A clustering algorithm is designed 

to parameterize clusters in a way that it gives the best fit. A 

variety of measures aimed at validating the results of a 

clustering analysis and determining which clustering 

algorithm performs the best for a particular problem 

statement. 

4. Prediction: Training is done using MATLAB system so 

that any new customer can be allotted to his/her 

corresponding segment based on his network usage. 

7. EXPERIMENTAL RESULTS 
Clustering is done using both k-means and CLARA Result of 

clustering is fed into neural network to train the system.  

Below are the two parameters of neural network performance 

graphs which show that CLARA outperforms the k-means as 

CLARA deals with the noise sensitivity defect of k-means. 

Table 3: Comparison of K-means and CLARA 

S. No. Algorithm Mean 

Square 

root(MSE) 

Execution 

time(min) 

1. 

2. 

k-means 

CLARA 

.10266 

.077591 

13.39  

06.31 

 

Mean square value and execution time is less for CLARA 

than k-means. Consequently, CLARA is used for customer 

segmentation for yielding better results and efficiency. 

 

Fig 5: k-means neural network performance  

parameter 

 

 

Fig 6: k-means neural network performance graph 

 

Fig 7: Clara neural network performance 

parameters 

 

Fig 8: Clara neural network performance graph 
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8. CONCLUSION 
A computational model for telecom system using data mining 

and soft computing techniques was successfully designed. On 

one hand, data mining techniques were used to segment 

telecom customers into various sectors based on their 

similarity in network usage. K-means and CLARA are 

compared and experimental result shows that CLARA gives 

better result than K-means. Consequently, CLARA is used for 

customer segmentation whereas, on the other hand, 
techniques pertaining to artificial intelligence were 

implemented to train the system so that any new customer can 

be allotted to his corresponding segment based on his 
network usage. Pertaining to each segment several offers were 

also proposed. 
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