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ABSTRACT 

Many search engine users face problems while retrieving their 

required Information. For example, a user may find it is 

difficult to retrieve sufficient relevant information because he 

use too few keywords to search or the user is inexperienced 

and do not search using proper keywords and the search 

engine is not able to receive the user real meaning through his 

given keywords. Also, due to the recent improvements of 

search engines and the rapid growth of the web, the search 

engines return a huge number of web pages, and then the user 

may take long time to look at all of these pages to find his 

needed information. The problem of obtaining relevant results 

in web searching has been tackled by several approaches. 

Although very effective techniques are currently used by the 

most popular search engines, but no a priori knowledge on the 

user’s desires beside the search keywords is available. In this 

paper, we present an approach for optimizing the search 

engine results using artificial intelligence techniques such as 

document clustering and genetic algorithm to provide the user 

with the most relevant pages to the search query.  The 

proposed method uses the Meta-data that is coming from the 

user preferences or the search engine query log files. These 

data is important to find the most related information to the 

user while searching the web. Finally, the method 

implementation and some of the experimental results are 

presented with the conclusion of this research study. 
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1. INTRODUCTION 
Today, after the rapid growth of the Internet as more and more 

data are added to the World Wide Web (WWW), anyone 

can easily access information from the Internet. In the 

meantime, although it’s now straightforward to obtain the 

information needed from the internet, the rapid growth of the 

WWW makes the problem of information overload [1, 2, and 

8]. In the last few years, different types of search engines such 

as Google, Yahoo and Bing have been developed to help the 

users in finding their needed information easily. Search 

engines are useful tools to collect and index pages. After 

receiving the request that a user specified, the search 

engine uses an internal strategy to search for information on 

the Internet that match the user query and return the web-

pages that includesuch user query [1]. The first problem is 

that the pages in the front may be very similar (or even equal) 

to each other  ,  and the user may select one and ignore other 

pages however they have the same or have very close scoring 

values. The second one, when the pages that do not have a 

very low probability to be visited by the user. The proposed 

approach overcome these two problems by selecting a small 

subset from the search results which have high scores and 

semantically related to the user query which are different from 

each other and are chosen from different regions of some 

topics where the pages are represented. However, retrieving 

sufficient relevant information online is difficult for many 

people because they may not be familiar with the search 

context, they use too few keywords to search or use improper 

keywords, or search engines are not able to receive the users’ 

real meaning through their given keywords [2].  

Another problem faces many of search engine users is that 

due to the huge growth of WWW there are a lot of 

information available on the internet, when the search engine 

is searching for the required information, the search engine 

returns many of web pages related to the search query. The 

user does not have time to check all of the returned results, 

and then he can check a few numbers of these web pages and 

ignore the others. However his required information might be 

found in these pages. As a result, users cannot find the 

specific information they really want [3]. Accessing topical 

information through existing search engines requires the 

formulation of appropriate queries, which is highly 

challenging, and then the appropriate selection of query is an 

optimizing problem and the purpose is to obtain the best query 

to get the information through the web automatically [4]. Also 

such a way required in order to reduce this huge number of 

returned results so that the user can have the ability to check 

them for the required information and not neglects all of the 

returned pages. The idea behind this way comes from 

equivalence partitioning technique which is used to reduce the 

number of test cases. 

In this paper, we discuss in details an approach to reduce the 

results in a short list by applying artificial intelligence 

techniques such as document clustering and genetic algorithm 

[5]. Document clustering is required to group all similar pages 

together into one partition (cluster) after that optimization of 

the results is applied using genetic algorithm to select from 

each cluster the best pages with high scores and other features 

like number of keywords. Finally the outcome of the genetic 

algorithm is the final shortlist of web pages that are chosen 

from different regions of information. Thus we have a reduced 

number of web pages that can be reviewed by the users in a 

short time.  

The outline of the paper is as follows. Section 2, reviews the 

related work in the area of Information retrieval refinements 

and search engine results improvements using artificial 

intelligence techniques. Section 3, discusses in details the 

proposed method of optimizing search engine results. In 

Section 4, shows the experimental results of applying the 

proposed method. Finally the conclusion of this research 

study and future work are presented in Section 5.  
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2. RELATED WORK 
There are several research studies have been worked in the 

improvement of information retrieval results by employing 

clustering techniques and other intelligent approaches. In 

these studies the strategy was to build a clustering of the 

entire document collection and then match the query to the 

cluster centroids. More recently, clustering has been used for 

helping the user in browsing a collection of documents or in 

organizing the results returned by a search engine [6], or by a 

meta-search engine in response to a user query. As discussed 

in [6], the use of clustering in information retrieval (IR) is 

based mostly on the cluster hypothesis: ―closely associated 

documents tend to be relevant to the same request‖. Several 

researchers have shown that the cluster hypothesis also holds 

in a retrieved set of documents, but they do not study how the 

clustering structure may help a user in finding relevant results 

more quickly. Metaheuristics, and more precisely, genetic 

algorithms, have been implemented in IR by several 

researchers and the results indicate that these algorithms could 

be efficient. In [7] the authors have discussed a new way of 

combining the clustering and genetic optimization in 

improving the retrieval of search engine results in different 

settings it is conceivable to design search methods that 

operate on a thematic database of web pages that refer to a 

common body of knowledge or to specific sets of users. They 

have considered such premises to design and develop a search 

method that deploys data mining and optimization techniques 

to provide a more significant and restricted set of pages as the 

final result of a user search. They adopt a vectorization 

method based on search context and user profile to apply 

clustering techniques that are then refined by a specially 

designed genetic algorithm. 

In [8] the authors investigate the use of genetic algorithms in 

information retrieval. The method is shown to be applicable to 

three well-known documents collections, where more relevant 

documents are presented to users in the genetic modification. 

Gordon [9] presents a genetic algorithm based approach to 

improve document indexing. In that approach, the initial 

population is represented by a collection of documents judged 

relevant by a user, which is then evolved through generations 

and converges to an optimal population with a set of 

keywords which best describe the documents. In [10] the 

same author adopts a similar approach to document clustering, 

where a genetic algorithm is used to adapt subject descriptions 

so that documents become more effective in matching 

relevant queries. In [11] the authors apply genetic algorithm in 

information retrieval in order to improve search queries that 

produce better results according to users’ preferences. In [12] 

Al-Dallalet. al proposed a text mining approach to web 

document retrieval that uses the tag information of HTML 

documents that Genetic algorithm is applied to find significant 

documents. In [13] Zhongzhi Shi et. al discussed the existing 

techniques for Web mining, which is moving the World Wide 

Web toward a more useful environment in which users can 

quickly and easily find the information they need. In [14] 

Eugene Agichteinet. al showed that incorporating user 

behavior data can significantly improve ordering of top results 

in real web search setting. They examined the alternatives for 

incorporating feedback into the ranking process and explore 

the contributions of user feedback compared to other common 

web search features. 

In [15] YaJun Du et. al proposed an intelligent model and it’s 

implementation of search engine that the process of searching 

information on Internet is similar as book search. And so, they 

proposed that Search Engines take on the five intelligence 

behaviors corresponding five parts intelligence of humankind: 

the apperceiving behavior, the memory behavior, the learning 

behavior, the thought behavior, the comprehension behavior. 

They divided the process of information searching 

of searchengine into four stages: classifying Web page, 

confirming a scope of information searching, crawling Web 

pages in internet, and filtrating the result Web pages. In [11] 

Fatemehet. al have presented a method using genetic 

algorithm in a distributed way according to users' favorites to 

optimize query sent to search engine and finally to optimize 

quality of result pages. 

3. METHOD DESCRIPTION 
The standard results of the search engine and single web page 

are represented as P and p respectively while each page p ∈ P 

is associated with a score based on the search query that 

generated P .The page score is used to order the search results 

decreasingly before displaying them to the user. The order of 

the page plays an important role in finding the required 

information by search engine, the probability that the user 

considers a page p strongly decreases as the position of p in 

the order increases. According to the current ranking 

mechanism of search engines, it will lead to two major 

problems that have been discussed above in the previous 

section. The proposed approach must be provided with Meta 

information from the user about the search context, in order to 

have promising results. This required information could be 

available by one of the following two ways: 

• A search context which is a common topic to which the 

search query will be related, that is not necessarily linked with 

the search keywords that generated the set P; it may be 

viewed as an item of a topic catalog or directory as the ones 

that are frequently provided by the last generation of search 

engines (i.e., catalogs) 

• A user profile of his choice which will be a subjective 

identification of the user trends , likeness and preferences, or 

extracted from the pages that have been visited more recently 

by that the user. 

Basically, the idea of this method is to use the additional 

information comes from the search context or the user profile 

to have more analysed structure of set P and get a small subset 

of search results which are more precise and related to the 

search query. This is done into three additional steps to the 

standard search engine structure to have an intelligent search 

engine which are shown blew in Figure.1  

First, both of the search context and the user profile are used 

to specify a finite list of significant words or page attributes 

from all pages in P, this list is used to create a vector of 

characteristics for each page which is called page 

vectorization, second, the vectorized pages are clustered into 

similar groups of similar pages called clusters, finally in the 

third step, the objective is to provide the user with small 

subset of the search results, considering the structure 

identified by the clusters and the score of pages, therefore 

genetic algorithm is applied for optimization and selecting the 

best set of pages from each cluster to obtain the best of the 

best search results as a final results displayed to the user. 
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Fig 1: Block Diagram of Intelligent Search Engine 

The final results quality depends on the way of how the 

genetic algorithm is implemented; that is, how the fitness of 

each chromosome is evaluated and how chromosomes are 

selected and combined in each iteration. The main idea is that, 

when properly designed, the genetic algorithm can determine 

chromosomes that are heterogeneous enough and whose pages 

have good values for the original score, the details of genetic 

algorithm are discussed in details in section .3.3 

3.1 Page Vectorization  
At first, each page is viewed as a vector in m-dimensional 

document space (where m is the number of distinguishing 

terms used to describe contents of the pages in a collection) 

and each term represents one dimension in the vector space 

model [16]. We can also taking into account other measurable 

characteristics that are not specifically linked with the words 

that are contained in the page, such as the presence of 

pictures, tables, banners and so on. As mentioned above, the 

vectorization is based on search context, or user profile which 

is chosen by the user. One may then assume that, for each of 

the contexts/profiles in the search engine, a list of words that 

are relevant to that context/profile is available and a related 

vectorization of the page is stored. Obviously, many 

enhancements to this simple approach may be considered. . 

First, it should not just consider simple ―words‖, but also sets 

of words (synonyms, singular/plurals, etc.) which all 

contribute to the occurrence count stored in one component of 

the vector. The vector dimension is not theoretically restricted 

to be particularly small, but in order to apply the above 

method over a significant number of pages is it reasonable to 

consider 𝑚 =100.Various methods have been used to identify 

the list of 𝑚 words that are associated with a context/profile 

that can be divided into two main groups: 

1. The list could be created according to the user knowledge 

as a user-defined list; 

2. The list could be automatically extracted of given sets of 

pages 

In the first case, the predefined words are determined in a 

configuration phase of the intelligent search engine, while the 

managers determine which are the contexts/profiles supported 

and what are the words that are representative of that 

context/profile. The application of this case may be done 

together with the users when this search engine is dedicated to 

a specific environment (such as an association of companies, a 

large corporation, a community of users).In the second case, 

words are specified starting from an initial set of pages that 

are used as training sample for a context/profile. From the 

given set of pages the words of high occurrence are extracted 

skipping articles, verbs, etc. 

3.2 Clustering the vectorized pages 
Clustering has become an increasingly important task in 

modern application domains. Clustering techniques have been 

applied to categorize documents on Web and extracting 

knowledge from the Web. Web page clustering methods 

categorize and organize search results into semantically 

meaningful clusters that assist users with search refinement 

[6]. But finding clusters that are semantically meaningful to 

users is difficult. The Document clustering in information 

retrieval is usually processed by agglomerative hierarchical 

clustering algorithms or k-means algorithm. K- Mean is the 

algorithm used in the clustering phase because it is simple and 

more appreciate for fast document clustering compared with 

other algorithms for document clustering [17]. The procedure 

of k-mean algorithm follows a simple and easy way to classify 

a given data set through a certain number of clusters (assume 

k clusters) fixed a priori. Finally , all vectorized pages from 

the previous phase have been partitioned into similar clusters 

according to their similarity in order to apply the last phase of 

the proposed method that optimize these results using genetic 

algorithm which is discussed in details in the preceding 

section 

3.3 Optimization of the Search Results 
Genetic Algorithms are a family of computational models 

inspired by evolution. These algorithms encode a potential 

solution to a specific problem on a simple chromosome-like 

data structure and apply recombination and mutation 

operators to these structures so as to preserve critical 

information. An implementation of a genetic algorithm begins 

with a population of chromosomes. One then evaluates these 

structures and allocates reproductive opportunities in such a 

way that those chromosomes which represent a better solution 

to the target problem are given more chances to reproduce 

than those chromosomes which are poorer solutions [18]. The 

goodness of a solution is typically defined with respect to the 

current population. Usually there are only two main 

components of genetic algorithms that are problem dependent: 

Spider  

Interface WWW Query Parsing 

Indexing 
Ranking Search Results 

Optimization 

Pages Vectorization 

Cn 

Pages clustering 

C2  

Index File 
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the problem description and the fitness function (objective 

function / evaluation function) which will be described in a 

later section in details. 

GA algorithm is selected in the application of the proposed 

method because of the following reasons: first the use of 

Meta-heuristics techniques is well established in optimization 

problems where objective function and the constraints do not 

have a simple mathematical formulation [8]. Second, we have 

to determine a good solution in a small computing time where 

the dimension of the problem may be large. Third, the 

structure of our problem is straightforward representable by 

the data structure used by genetic algorithm commonly [7]. 

3.3.1 Clustering the vectorized pages 
Selection: Individual strings are copied according to their 

objective function (Fitness Function) value. This represents a 

measure of the utility or goodness related to what we want to 

maximize. Copying strings according to their fitness function 

values means that strings with a high value have a higher 

probability of contribution to one or more offspring in the 

next generation.  

Crossover: The second operator is the genetic operator that 

combines (mixes) two chromosomes (parents) together to 

produce a new chromosomes (offspring).The idea behind 

crossover is that the new chromosome may be better than both 

of the parents if it takes the best characteristics from each of 

the parents. GA constructs a better solution by mixture good 

characteristic of chromosome together. Higher fitness 

chromosome has an opportunity to be selected more than 

lower ones, so good solution always alive to the next 

generation. We use a single point crossover, exchanges the 

weights of sub-vector between two chromosomes, which are 

candidate for this process. In order to do this, an integer 

position (cutting point) is selected uniformly at a random 

along the chromosomes. Splitting the two selected strings at 

this point generates left and right parts. An offspring can then 

be produced for example by joining the left part of the first 

chromosome with the right part of the second chromosome, 

thus we have two generated offsprings as shown in figure.2 

 

 

 

 

Fig 2: a simple one-point crossover operation 

3.3.2 Chromosome Encoding 
Each chromosome represents a solution to the problem and is 

composed of a string of genes in which each gene represents a 

page. The binary alphabet {0, 1} is often used to represent 

these genes but sometimes, depending on the application, 

integers or real numbers are used. In our application of 

genetic algorithm, each page represent as 0 or 1 in the 

chromosome solution representation which 0, 1 mean the 

absence/ presence of the pages in that solution. We indicate 

with dc the number of pages included in each chromosome in 

the initial population, and with nc the number of 

chromosomes. The population dimension will thus contain 

np = dc ・nc pages. Here follows a simple example, We have 

a set of ten pages {P1,P2, P3, P4, P5, P6, P7, P8, P9, P10} 

and these pages were clustered into two clusters: the first 

cluster has P1, P3, P5, P8, P9, while the second cluster has 

P2, P6, P4, P7, P10 are in the second and third cluster 

respectively. Assuming the ranking or the pages according to 

their scores only is {P4, P7, P3, P2, P5, P8, P10, P6, P9, 

P1}. 

The initial population of the genetic algorithm is constructed 

by selecting the pages with high scores from each cluster. 

Each chromosome is created by picking up a page from , 

starting with the pages with higher score .Thus , the first 

chromosome created will the pages with highest scores in 

each cluster , the second chromosome will have the pages 

with the best score in each cluster and so on as shown in 

figure.3. At some cases, the number of pages in each clusters 

will be different, therefore these clusters will not be 

represented in each chromosome while other clusters with 

large number of pages may have more than one page 

representing them in some chromosomes. 

 

 

 

 

 

 

Fig 3: Initial Population of the five chromosomes 

3.3.3 Fitness Function 
The fitness function is used to evaluate the goodness 

(validness) of each chromosome, how it will be valid to be 

used for creating the new generations of offspring. For each 

chromosome fitness value is computed as a positive value that 

the higher fitness value for the better chromosome, and is thus 

to be maximized [20, 21]. It is composed of four terms. The 

first term 𝑇1(𝐶) is the sum of the score of the pages in 

chromosome 𝐶 

  𝑇1 𝐶 =  𝑠𝑐𝑜𝑟𝑒(𝑝𝑖)𝑝𝑖∈𝐶   (1) 

where 𝑠𝑐𝑜𝑟𝑒(𝑝𝑖) is the original score given to page pi which 

considers the positive effect of obtaining any pages with high 

score as possible in a chromosome, but would also reward 

chromosomes with many pages regardless of their score (a 

chromosome with many pages with low score could produce a 

higher fitness of another with few good pages). This drawback 

is fixed by adding the second term 𝑇2(𝐶) that penalizes the 

distance of the dimension of a chromosome from an ideal 

dimension. Let 𝐼𝐷 be such ideal dimension;  

𝑇2 𝑐 =
𝑛𝑝

𝑎𝑏𝑠   𝐶 −𝐼𝐷 +1
     (2) 

Where𝑛𝑝 is the maximum value of ratio that will be reached 

when the dimension of 𝐶 is exactly equal to the ideal 

dimension𝐼𝐷, and decreases when the number of pages 

contained in chromosome 𝐶 is smaller or greater than 𝐼𝐷. The 

chromosomes that are present in the initial population are 
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characterized by the highest possible variability as far as the clusters to which the pages belong are concerned. 

 Although, the evolution of the population may alter this 

characteristic, creating chromosomes with high fitness where 

the pages belong to the same cluster and are very similar to 

each other. Moreover, the fact that pages belonging to 

different clusters are different in the vectorized space may not 

be guaranteed, as it depends both on the nature of the data and 

on the quality of the initial clustering process. For this reason, 

the fitness function has a third term measures directly the 

overall dissimilarity (distance) of the pages in the 

chromosome. The distance between pages in the 

chromosomes is computed by Euclidian distance that is more 

appreciate for document retrieval [22]. Let𝐼𝐷(𝑝 𝑖 ,𝑝 𝑗 )be the 

distance of the vectors representing pages and   as described 

above in the page vectorization section.  

T3(C) = D  𝑝𝑖    ,𝑝𝑗     p i ,p jϵC,p i≠p j
  (3) 

𝐼𝐷(𝑝 𝑖 ,𝑝 𝑗 ) =   (pi−pj)
m
i

2
                 (4) 

A fourth term T4(C) should be added to the fitness function in 

order to have more precision fitness function that has a better 

evaluation of the chromosomes. The fourth term calculates the 

total number of keywords in the chromosomes. The more 

keywords are existed in the chromosome, thus mean this 

chromosome is more precision and relative to the search 

context / search profile 

 

 

 

Where kw(pi) means the number of keywords of page i in the 

chromosome C, n is the number of pages in the chromosome. 

Finally, compute the fitness value of the chromosome by 

summing all of these terms together. The higher fitness value 

of the chromosome, the better chromosome existed. Our goal 

is to find the chromosome with the maximum fitness value 

after various numbers of iterations to generate new 

chromosomes. The final form of the fitness function for 

chromosome C is: 

𝑓𝑓 𝐶 = 𝛼. 𝑇1 𝐶 + 𝛽. 𝑇2 𝐶 + 𝛾. 𝑇3 𝐶 + 𝛿. 𝑇4 𝐶      (6) 

Where𝛼,𝛽 ,𝛾and  𝛿 are constant parameters which depend on 

the size of the initial score and of the vectors that are 

represented the pages. Particularly𝛼,𝛽 ,𝛾and  𝛿   are chosen so 

as so as the contributions given by 𝑇1(𝐶), 𝑇2(𝐶), 𝑇3(𝐶) and 

𝑇4(𝐶) are balanced. 

4. EXPERIMENTAL RESULTS 
The proposed model of optimization the search engine results 

as shortlist results is developed in the Java language .The 

choice of java implementation is for many reasons like the 

model will be easily integrated with open source search 

engines which use Lucene or Solr API, the code will be open 

source of the other developers and researchers so they can 

extend and add their own ideas and the code will be free and 

under GPL software license. We have run number of 

experiments with the method described above under Windows 

platform. The process of the solution described below took at 

most few seconds the instances using a PC with 2.20 GHz 

processor and 2GB RAM 

The overall behaviour of the method has been tested with two 

different page sets: The first set of pages has (500 web pages, 

20 Keywords and 5 clusters) and the second has (1000 web 

pages, 40 keywords, 6 clusters).The proposed method is 

applied by these two sets as described above in the method 

description section: the pages are vectorized according to the 

keywords then we have a vector of keyword frequency for 

every page then the clustering process is performed by k-

mean clustering algorithm. 

In case of page set 1:  the pages are clustered into 5 clusters, 

thus we at least 100 pages in each cluster. The clustered pages 

are passed to the genetic algorithm in order to select the pages 

with higher scores to be displayed into the final list with max 

40 pages as the chromosome length. In case of page set 2: the 

pages are clustered into 6 clusters, thus we at least 80 pages in 

each cluster. The clustered pages are passed to the genetic 

algorithm in order to select the pages with higher scores and 

displayed into the final list with max 40 pages as the 

chromosome length.  

The table.1 shows the behaviour of genetic algorithm in 

different number of keywords and different size of page sets. 

The fitness function value increased gradually reaches its 

highest at the last iterations. The first column represents the 

number of pages, the second column represents the number of 

keywords, and the initial value of fitness function and the best 

value are presented in the third and fourth column 

respectively. The parameters of GA fitness function have been 

set to these values 1 ,
50

,


=1 and 1  

# Exp # Pages # Keywords 
Fitness Value 

at Iteration 0 

Best Fitness 

Value 

1 500 20 1416.73 6286.2 

2 500 20 1614.04 6379.1 

3 500 20 1552.83 6613.6 

4 500 40 1444.0 5426.0 

5 500 40 1392.0 5652.0 

6 500 40 1617.0 6072.0 

7 1000 20 1398.0 6422.0 

8 1000 20 1558.0 8855.0 

9 1000 20 1576.0 6171.0 

10 1000 40 1567.0 7011.0 

11 1000 40 1480.0 8113.0 

12 1000 40 1479.0 7369.0 

. 

The overall performance of the proposed model is evaluated 

using the two metric of information retrieval [16, 22] 

performance evaluation:  Recall and precision. Precision 

measures the retrieval accuracy while recall measures the 

ability of retrieving relevant items from the whole data sets 

𝑅𝑒𝑐𝑎𝑙𝑙 =
number  of  relevant  retrieved  pages

total  number  of  relevant  pages
          (7) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
number  of  relevant  retrieved  pages

total  number  of  retrieved  pages
   (8)

 





n

Cp

i

i

pkwCT )()(4
(5) 
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Figure.4 shows the recall evaluation of chromosomes 𝐴, 𝐵, 𝐶 

and 𝐷 which represents the final solution .it can be clearly 

seen that these chromosomes have big ratio of relevant pages 

to the search context. The relevant ratio of the page is the 

average between the original score and the ratio of keywords 

inside this page. For example, chromosome 𝐴 has 56 % 

relevant pages and 44 % irrelevant pages. Both of pages are 

important to be returned to the user because at some cases the 

needed information could be found in the pages with low 

scores, therefore they should not be ignored or neglected at all 

 

Fig4: Recall Evaluation of Chromosomes 

The precision between the two fitness functions are computed 

according to the equation (8) and compared as it shown in 

figure (6), (7) .it’s clearly seen that precision of ff2 is higher 

than in (ff1) in most cases that is because the forth term 

T4(C).This Term plays an important role in evaluating the 

chromosome fitness with more precision because it considers 

the keywords inside the page beside its original score 

In the other side, it’s very important to compare the running 

time of the proposed method with the refinements and the 

running time of the original method. The comparison between 

the two methods are shown in figure.7, as it shown the time of 

the two methods are very close to each other and in some 

cases they are the same. Therefore, we have a more precision 

method for optimizing the search engine results and better 

information retrieval with the same cost of time. 

The fitness function (𝑓𝑓2) which is used in the proposed 

method is extended from the original fitness function (𝑓𝑓1) 

proposed by Caramia [7] to evaluate the chromosome fitness. 

If the page has a low score and a good number of keywords of 

search context, this page will not beconsidered in the final 

solution however this page is relevant. Therefore the precision 

of (ff2) is greater than (ff1) because it considers more relevant 

pages in the final solution. The precision evaluation has been 

tested on larger sets of pages (page set 2) as it shown in 

figure.5 to assure that the precision retrieval did not depend 

on the size of pages, but it depends on the approach used to 

evaluate the chromosome fitness. 

The precision between the two fitness functions are computed 

according to the equation (8) and compared as it shown in 

figure (6), (7) .it’s clearly seen that precision of ff2 is higher 

than in (ff1) in most cases that is because the forth term 

T4(C).This Term plays an important role in evaluating the 

chromosome fitness with more precision because it considers 

the keywords inside the page beside its original score 

In the other side, it’s very important to compare the running 

time of the proposed method with the refinements and the 

running time of the original method. The comparison between 

the two methods are shown in figure.7, as it shown the time of 

the two methods are very close to each other and in some 

cases they are the same. Therefore, we have a more precision 

method for optimizing the search engine results and better 

information retrieval with the same cost of time. 
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Fig.6: Comparison between Fitness Function1 and Fitness Function2 in Page set2 

 

 

 

 

 

 

 

 

 

 

 

Fig5: Comparison between running time of proposed and original methods 

5. CONCLUSION AND FUTURE WORK 
The experimental results presented in this paper show that the 

proposed method with the recent modifications can be 

effective in the selection of small subsets of pages of good 

quality, where quality is not considered as a simple sum of the 

quality of each page but as a global characteristic of the 

subset. The implementation of the GA and of the clustering 

algorithm has allowed us to obtain convergence to solutions in 

reasonably short computational times on a standard personal 

computer (a few seconds). One may question whether the 

described method can be run on-line in a search engine as the 

standard execution of a user’s query. We believe that with 

proper tuning on the parameters and a proper engineering of 

the algorithms, the computational effort can be dealt with and 

that only few seconds may be added to the overall search 

process. 

The Future work will use Fuzzy C-Mean algorithm in 

document clustering as some pages can’t be classified in one 

cluster only, they have the probability to join more than one 

clusters. Also it will replace the genetic algorithm by quantum 

genetic algorithm to overcome the problem of random 

evolutionary in genetic algorithm. 
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