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ABSTRACT 

The use of biometric systems has been increasingly 
encouraged by both government and private entities in order 
to replace or improve traditional security systems. The iris is 
commonly recognized as one of the most reliable biometric 

measures: it has a random morphogenesis and no genetic 
penetrance. 
In today’s world, where terrorist attacks are on the rise, 
employment of infallible security systems is a must. This 
makes Iris recognition systems unavoidable in emerging 
security & authentication.  
In this paper an iris recognition system based on various 
transformation methods is proposed. A novel approach of 
selecting feature vector for performance comparison is 

implemented. Also the performance comparisons of all the 
transformation methods is done to achieve better accuracy and 
efficiency on the basis of number of correct sample identified. 
The proposed system does not need any pre-processing and 
segmentation. DCT, HAAR, and WALSH, SLANT and 
KEKRE’S Transforms are tested on different size of feature 
vector to get best possible results. 
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1. INTRODUCTION 
An iris is the area of the eye where the pigmented or colored 
circle, usually brown or blue, rings the dark pupil of the eye as 
shown in figure1. Iris recognition efficiency is rarely impeded 
by glasses or contact lenses with some exceptions [7]. 
  

 
Fig 1: A human eye 

 

The iris is a thin membrane on the interior of the eyeball. Iris 
patterns are extremely complex are individual (even in 

fraternal or identical twins).the iris patterns are  formed by six 
months after birth, get stable after a year and they remain 
same for life. Imitation is almost impossible and iris Patterns 
are easy to capture and encode. 

Iris recognition is forecast to play a role in a wide range of 
other applications in which a person's identity must be 
established or confirmed. 
Generally, iris recognition system consists of four major steps. 
They include image acquisition from iris scanner, iris image 
preprocessing, feature extraction and recognition. Image 
acquisition is a very important process as iris image with bad 
quality will affect the entire iris recognition process. It is 

critical to be implemented through good hardware design as 
well as software interface. What equally important is the iris 
image preprocessing step for mobile applications as the iris 
images taken by the users are less controllable as in the 
controlled laboratory environment. Improper iris image 
preprocessing can also influence the subsequent processes like 
feature vector extraction and recognition. 
The iris-scan process begins with a photograph. A specialized 
camera, typically very close to the subject, no more than three 

feet, uses an infrared imager to illuminate the eye and capture 
a very high-resolution photograph. This process takes only 
one to two seconds and provides the details of the iris that are 
mapped, recorded and stored for future matching/verification. 
The following figure2 shows Dual Iris Capture Scanner I 
SCAN 2. 

 
Fig 2: Dual Iris Capture Scanner I SCAN 2 

Techniques can be employed to extract the unique iris pattern 
from a digitized image of the eye, and encode it into a 
biometric template, which can be stored in a database. This 
biometric template contains an objective mathematical 
representation of the unique information stored in the iris, and 
allows comparisons to be made between templates. When a 
person is to be identified by iris recognition system, his eye is 

first photographed, and then a template created for the iris 
region. This template is then compared with the other 
templates stored in a data base until a matching template is 
found and the person is identified. If no match is found the 
person remains unidentified. The Dauman system has been 
tested under numerous studies, and it is claimed to be able to 
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perfectly identify an individual, given millions of possibilities 
[6]. Figure1 shows eye with iris. 
 

2. RELATED WORK 
There are 5 basic stages of iris recognition namely iris    
Localization, iris Normalization, Image Enhancement, Feature 
Extraction and Matching that  are shown in figure 3 

2.1 Iris Localization  
It detects the inner and outer boundaries of iris. The inner and 
outer boundaries of iris have been approximated as circles. 
The centre, radius of iris and pupil is then determined. The 
centre of iris and pupil need not be same. Hough transform is 
a standard computer vision algorithm used to determine the 
geometrical parameters [3] in an image such as lines or 
circles. In this method an edge map is generated by 

calculating the first derivatives of intensity values in an eye 
image and then thresholding the result. From the edge map, 
votes are cast in Hough space for the parameters of circles 
passing through each edge point. These parameters are the 
centre coordinates and the radius which are sufficient to 
describe any circle. 
 

 
 

Fig 3: Five basic stages of Iris Recognition 

 

2.2 Iris Normalization 
After successfully segmenting iris region from an eye image, 
next step is to transform the iris region to the fixed 
dimensions. Dauman devised the homogeneous rubber sheet 
model [9]. This model remaps each point within the iris 

region to polar coordinates from the Cartesian coordinates. 

2.3 Iris Image Enhancement 
To compensate for low contrast, poor light source and 
position of light source the enhancement of the normalized 
image is very important. Local histogram analysis [3] and the 

simple threshold operation can be utilized to reduce the 
reflection noise. 

2.4 Feature Extraction 
Various algorithms has been proposed and employed by large 
number of researchers to extract the significant features from 
the normalized iris. For example Haar wavelet transform [2] 

can transform huge data sets to considerably smaller 
representations. 
Dauman has proposed a novel method of feature extraction 
using 2D Gabor filters. Gabor filter’s impulse response is 
defined by the multiplication of harmonic function with 
Gaussian function. The phase information present in the iris 
image is extracted using Gabor filters as it does not depend 
upon extraneous factors like illumination, contrast and 

camera. Field has proposed a log Gabor filter for feature 
extraction which is Gaussian on logarithmic scale. The 

advantage of Log filter is used to remove the DC component 
present in the image. 

2.5 Matching 
The last step in iris recognition system is the matching of 
individual iris feature vectors with that of iris feature vectors 
stored in the database. The Hamming distance gives a 
measure of how many bits are same between two bit patterns. 
Using the Hamming distance of two bit patterns, a decision 
can be made as to whether the two patterns were generated 
from different irises or from the same one. An individual iris 

region contains features with high degrees of freedom. Each 
iris region will produce a bit-pattern which is independent to 
that produced by another iris. On the other hand, two iris 
codes produced from the same iris will be highly correlated.  
Hamming distance is the matching metric employed by 
Dauman[3].The advantage of hamming distance is fast 
matching speed because the templates are in binary format. 
 

3. PROPOSED METHOD 
Algorithm for applying transformation on color iris images to 
generate and match feature vectors each of size 128×384 is 

given in [1]. Example of same is shown in the figure4 below. 

 

 
Fig 4: Feature Vector 

In this paper iris recognition is done in two steps, first step is 
Feature Extraction and second is Matching. Feature Vector is 
generated using DCT, Haar, Walsh, Slant and Kekre’s 
Transforms according to [1]. 

3.1 2D DCT  
The DCT decomposes a signal into its elementary frequency 
components. When applied to an M×N image/matrix, the 2D-
DCT compresses all the energy information of the image and 
concentrates it in a few coefficients located in the upper-left 
corner of the resulting real-valued M×N DCT/frequency 
matrix. Matrix for 4x4 DCT is shown below. 

 
Fig 5: 4x4 DCT matrix 

3.2 The Haar Transform 
Haar transform has a number of advantages like it is 
conceptually simple, fast, memory efficient. A 5-level Haar 
wavelet is decomposed into cD1h  to cD5h   (horizontal 
coefficients), cD1v  to cD5v   (vertical coefficients), cD1d  to 
cD5d   (diagonal coefficients). Among these only cD4h, 
cD4v, cD4d, cD5h, cD5v, cD5d represents the core of the iris 

patterns, thus other redundant information can be removed 
and only core part is considered [2]. The 4x4 Haar transform 

matrix is shown below. 
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Fig 6: 4x4 Haar matrix 

3.3 The Walsh Transform 
Its matrix  is defined as a set of N rows, denoted Wj, for j = 0, 

1, ..., N - 1, which has the following properties: 

 Wj takes on the values +1 and -1. 

 Wj[0] = 1 for all j. 

 Wj xWkT=0, for j k and Wj xWkT =N, for j=k. 

 Wj has exactly j zero crossings, for j = 0, 1, ...., N-1. 

 Each row Wj is either even or odd w.r.t. to its 

midpoint. 

The 4x4 Walsh transform matrix is shown below 

 

Fig 7: 4x4 Walsh matrix 

3.4 The Slant Transform 
Slant transform is a member of the orthogonal transforms. It 

has a constant function for the first row, and has a second row 

which is a linear (slant) function of the column index. The 

matrices are formed by an iterative construction that exhibits 

the matrices as products of sparse matrices, which in turn 

leads to a fast transform algorithm. The 4x4 Slant transform 

matrix is shown below. 

 

Fig 8: 4x4 Slant matrix 

3.5 The Kekre’s Transform 
Kekre’s transform matrix can be of any size NxN, which need 

not to be an integer power of 2. All upper diagonal and 

diagonal elements of Kekre’s transform matrix are 1, while 

the lower diagonal part except the elements just below 

diagonal is zero. The 4x4 Kekre’s transform matrix is shown 

below. 

 

Fig 9: 4x4 Kekre’s matrix 

3.6 Detailed Scheme of implementation 
After applying the transformation methods most of the 

important features of an image are get concentrated at its right 

hand side’s top corner, base on this new methods are proposed 

for selecting feature vector for comparisons based on nature 

of energy compactions which are partial FV method and 

Upper Diagonal FV method. Matching of two Feature vectors 

will be done using MSE (mean square error). 

Detailed Scheme of implementation is shown below in 

following figure 10. 

 
 

Fig 10: Block Diagram of proposed Iris Recognition 

system. 

3.6.1 Partial FV Method 
FV of size Instead of selecting whole feature vector of size 

128×384 if we select part of size M×N then it is called as 

partial FV.Partial 8×8 is shown in the figure11 below. 

 

Fig 11: Selecting 8×8 of FV. 

3.6.2 Upper Diagonal FV Method 
Diagonal FV method is improvement of partial FV method 
where only upper diagonal elements of partial FV are 
considered. Upper Diagonal FV of size 8×8 is shown in the 
figure12 below. 
 

 
Fig 12: Selecting 8×8 Upper Diagonal of FV. 
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4. RESULT AND DISCUSSIONS 
Firstly Feature Vectors are created for the database images 

with specific transformation methods using algorithm [1]. We 

have used phoenix database consisting of irises of 64 

individuals. Each individual has 3 images corresponding to 

the left and 3 images corresponding to the right eye. Six iris 

images in portable network graphics (PNG) format of each 

individual were taken into consideration. Thus in all there are 

(64×6) 384 such images as a part of our database. We have 

resized each image to a 128×128. Out of 384 images two 

images each of left and right eye in the database is kept for 
testing and one image each is used as query image. System is 

tested by giving left/right query images which is checked for 

the entire database of left as well as right iris images.Figure13 

shows sample images of Phoenix database of iris. 

 

 
 

Fig 13: Sample images of Phoenix database of iris. 
Table1 shows comparisons of whole FV, Partial FV and 

Upper Diagonal FV selection methods with respect to DCT, 
Haar and Walsh transform. Different size of Feature vector 
like 4×4, 8×8, and 16×16 are considered and percentage of 
number of samples correctly identified is calculated. 

 

Table 1.Comparisons of all FV selection methods with 

respect to DCT, Haar and Walsh transform, using feature 

vector of size 4×4, 8×8, 16×16 and number of correct 

sample identified in percentage. 

 

  FV Size 

 

 

Transform 

Ful

l 
Partial FV 

Upper Diagonal 

FV 

128

X12

8 

4X4 8X8 16X16 4X4 8X8 16X16 

DCT 
66.4

0 

71.8

7 
73.4 68.75 65.6 74.2 70.31 

Haar 
66.4

0 

67.7

8 
75 71.87 68.7 72.6 70.31 

Walsh 
66.4

0 

66.4

0 
75 71.87 70.3 74.2 71.09 

Slant 
66.4

0  

67.6 75 70.3 65.6

2 

75 71.3 

Kekre’s 
66.4

0  

56.2

5 

53.9 53.12 56.2

5 

53.9 53.12 

 

5. PERFORMANCE EVALUATION 
Figure14,15 shows performance of both the FV selection 

method using three different transform DCT, Haar ,Walsh 
slant and Kekre’s with respect to Genuine Acceptance Rate 

(GAR) that is number of correct sampled identified. 

 

 

Fig 14: Results in Bar Graph for partial FV 

 

Fig 15: Results in Bar Graph for Upper Diagonal FV 

As shown in the figure14 if whole FV is considered it gives 
85 GAR for all three transformation methods DCT, Haar 

Walsh slant and Kekre’s because normalized matrices are 
used. 
In Partial FV selection method for 8×8 FV gives best results 
with Haar Walsh and Slant transform with 96 GAR.i.e 75% 
accuracy. 
In Upper Diagonal FV selection method for 8x8 FV size gives 
best result with DCT and Walsh transform with 95 GAR i.e. 
74.21% accuracy which is shown in figure 15. Slant 

transforms gives 96 GAR i.e.75% DCT and Walsh both are 
known for best energy compaction and slant transform 

increases the speed of computations but DCT is lossy 

compression technique so depending on application we 

can select any one of them as the best possible solution. 
For both the feature vector selection methods according to 
their performance accuracy gives pyramid like graph where 
peak is at 8×8 FV. 

6. CONCLUSION 
In this paper, we have discussed iris recognition using DCT, 

Haar, Walsh, Slant and Kekre’s transforms with partial and 
Upper Diagonal FV selection methods. We have implemented 
these methods on iris images without any pre-processing or 
segmentation including iris localization; still we have got best 
possible accuracy results. From results it is observed that 
proposed methods give far better results compared to whole 
FV selection method. For whole FV selection method we have 
got 66.40% accuracy for each transform. For Fractional FV 
selection method we have got best accuracy as 75% for Haar, 

Walsh and Slant transform . For Upper Diagonal FV selection 
method we have got best accuracy as 75% for Slant 
Transform. 
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