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ABSTRACT 
Data mining is the analysis step of the Knowledge Discovery in 
Databases process (KDD). While data mining and knowledge 
discovery in databases are frequently treated as synonyms, data 
mining is actually part of the knowledge discovery process. Data 
mining techniques are used to operate on large volumes of data 

to discover hidden patterns and relationships helpful in decision 
making. Diabetes is a chronic disease that occurs when the 
pancreas does not produce enough insulin, or when the body 
cannot effectively use the insulin it produces. Most of these 
systems have successfully employed Support Vector Machines 
for the classification purpose. On the evidence of this we too 
have used SVM classifier using radial basis function kernel for 
our experimentation. The results of our proposed system were 

quite good. The system exhibited good accuracy in predicting 
the vulnerability of diabetic patients to heart diseases. 
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1. INTRODUCTION 
Knowledge discovery in databases (KDD) also termed as Data 
mining aims to find useful information from large collection of 
data. This process consists of iterative sequence of data 

cleaning, data selection, data mining pattern recognition and 
knowledge presentation.  Data mining technology is useful for 
extracting non trivial information from medical databases. [1], 
[2] It is a interdisciplinary field closely connected to data 
warehousing, statistics, machine learning, and neural networks.  

Data mining is a powerful technology with great potential to 
help organizations focus on the most important information in 
their data warehouses [3]. Data mining tools predict future 
trends and behaviours, help organizations to make proactive 

knowledge-driven decisions [4]. There are various data mining 
techniques available with their suitability dependent on the 
domain application. Data mining application in health can have 
tremendous potential and usefulness. It automates the process of 
finding predictive information in large databases. The 
classification model used training data set to build classification 
prediction model and testing data used for testing the 
classification efficiency. 

The term "diabetes mellitus" describes a metabolic disorder of 
multiple aetiology characterized by chronic hyperglycaemia 
with disturbances of carbohydrate, fat and protein metabolism 
resulting from defects in insulin secretion, insulin action, or 
both. Diabetes is classified into two main types. Type 1 (T1B) 
diabetes is due to deficient insulin production. It develops 
during childhood and adolescence. In this case, patients require 
lifelong insulin injection for survival. Type 2 (T2B) diabetes is 

due to body’s ineffective use of insulin. [5] Diabetes is a chronic 

disease which causes serious health complications including 
heart disease, kidney failure and blindness. [5], [6]  

Heart disease is a term for variety of disease that affecting the 
heart such as chest pain, shortness of breath, heart attack and 
other symptoms. It encompasses the diverse diseases that affect 
the heart. [29] Chest pains arise when the blood received by the 
heart muscles is inadequate. 

It is the more common type – accounts for 90% of diabetic cases 

worldwide. It develops during adulthood. It is related to obesity, 
lack of physical activity and unhealthy diets. Treatment involves 
lifestyle changes, weight loss, or oral medications or even 
insulin injection in some cases. 

Hyperglycemia in the long term may cause damage to eyes 
(leading to blindness), damage to kidneys (leading to impotence 
and foot disorders/ amputation), increases the risk of heart 
disease (stroke) and insufficiency in blood flow to legs [9]. 

Around 366 million people have diabetes world wide according 
to statistics taken in the year 2011. Also it has been projected 
that the people with diabetes will increase to around 552 million 
by the year 2030. The number of people with type 2 diabetes is 
increasing in every country. [7], [8] 

Diabetes is a major risk factor for cardiovascular disease 
(disease of the heart and circulatory system). It is the main cause 
of death in people with diabetes (around 50%). People with type 

2 diabetes are likely to die 5 to 10 years earlier than people 
without diabetes. Most of these deaths is due to cardiovascular 
disease [10]. People with type 2 diabetes are more prone to have 
a heart attack or stroke – twice as likely as those without 
diabetes [11]. It has been found that a large part of the costs 
attributable to type 2 diabetes is due to the treatment of 
cardiovascular diseases [12]. Changes in lifestyle, weight loss, 
dietary changes and increased physical activity can greatly 
reduce the risks due to cardiovascular diseases [12]. Timely 

detection of these people will result in reduced mortality of 
diabetics as well as eliminating the cost due to the treatment of 
cardiovascular diseases. Automatic intelligent diagnosis systems 
can help greatly in identifying vulnerable sections of the diabetic 
patients. There are several systems for diagnosis and 
management of diabetes [13] – [17]. However these systems are 
designed to predict the chances of a person getting diabetes not 
the vulnerability of diabetic patients to heart disease. 

Likewise, there are systems to predict the chances of a person 
getting cardiovascular disease [20], [21]. The utility of such 
systems in health care has been found to be quite high [18].It has 
been found that Support Vector Machines (SVM’s) have been 
quite successfully employed in such systems [22]. Hence we 
have used an SVM classifier for our experimentation. 
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This research paper is the extension of our previous work, [30] 
diagnosis of heart disease for diabetic patients using Naïve 
bayes method. Here we are using Support vector machine and it 
is organized as follows in the subsequent sections – section 2 
gives a brief background of support vector machines, section 3 

gives our experimentation methodology, section 4 gives the 
results of our experiments and section 5 concludes this paper. 

 

2. SUPPORT VECTOR MACHINES 

(SVM) BACKGROUND 
A Support Vector Machine (SVM) is a concept in statistics 
and computer science for a set of related supervised learning 
methods that analyze data and recognize pattern introduced 
by Corinna Cortes and Vladimir Vapnik used for 
classification and regression analysis. SVM have shown good 

performance in a number of application areas. It constructs 
a hyperplane or set of hyperplanes in a high- or infinite-
dimensional space, which can be used for classification, 
regression, or other tasks. [23] SVM’s are very much useful 
in data classification. SVM’s classify data by finding an 
optimal hyper plane separating the d – dimensional data into 
its two classes with a maximum interclass margin. SVM’s use 
so called kernel functions to cast data into a higher 

dimensional space where the data is separable. [24], [25]  
SVM is a learning machine that plots the training vectors in 
high dimensional space and labels each vector by its class. 
[28] SVM based on the principle of risk minimization which 
aims to, minimize the error rate. [26], [27] SVM uses a 
supervised learning approach for classifying data. That is, 
SVM produces a model based on a given training data which 
is then used for predicting the target values of the test data. 

Given a labelled training set (xi,yi), SVM require the solution 
of the following optimization problem to perform 
classification [17]. 
 

 

 

 
Subject to, 

 
 
where, 

  i ≥ 0, a slack variable to allow for errors in the 

classification 
 

 xi – training vectors, xi  Rn 

 - function mapping xi into a higher dimension space, 

 C – penalty parameter of the error term (usually C>0), 

yi – Class label, yi  {1,-1}l 

 

3. EXPERIMENTATION 

METHODOLOGY 
The methodology described in this paper is diagnosing 
vulnerability of diabetic patients to heart diseases and we had 
collected 500 records of diabetic patients to perform the 
experimentation. The attributes making up each record is 
shown in Table 1. 

 

 

 

 
Table 1. Attributes used for the diagnosis 

Attribut

e Role 

Attribu 

te 

Name 

Attribu 

te Type 
Description 

Regular Sex 
binomin
al 

Sex of the patient. Takes 

the following values: 
Male, Female 

Regular Age integer Age of the patient 

Regular 
Fam/He
ri 

polyno
mial 

Indicates whether the 
patient’s parents were 
affected by diabetes. 
Takes the following 

values: Father, Mother, 
Both 

Regular Weight numeric Weight of the patient 

Regular BP 
polyno

mial 

Blood Pressure of the 

patient 

Regular Fasting integer Fasting Blood Sugar 

Regular PP integer 
Post Prondial Blood 
Glucose 

Regular A1C numeric 
Glycosylated 
Hemoglobin Test 

Regular LDL integer Low Density Lipoprotein 

Regular VLDL integer 
Very Low Density 

Lipoprotein 

Label 
Vulnera
bility 

nominal 

Indicates the 

vulnerability of the 
patients to heart disease. 
Takes the following 
values: High, Low 

 
Out of the 500 records, 142 records were pertaining to 
patients highly vulnerable to heart diseases. The remaining 
358 records were pertaining to patients less vulnerable to 
heart disease. Since SVM processes only numeric attributes, 

the nominal were converted to numeric attributes by replacing 
each value by a unique integer. For example, the attribute Sex 
values are converted as follows: Male – 1 and Female – 0. 
 
The values of the attributes were then normalized to the range 
0 to 1. These records were then given as input to the SVM 
classifier. 
 

SVM uses kernel functions to map the data set to a high 
dimensional data space for performing classification. The 
different types of kernel functions are as follows [17]: 

Linear:   

Polynomial: 

 d ,  > 0 

 
 

 

1 

2 

3 

4 

http://en.wikipedia.org/wiki/Hyperplane
http://en.wikipedia.org/wiki/High-dimensional_space
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Radial Basis Function:  

 Sigmoid:  
 

 
where , r, d are kernel parameters. The choice of the 

kernel depends on whether the relationship between the class 
labels and attributes are linear or nonlinear. For nonlinear 
relationships, the radial basis function (RBF) kernel has been 
found to be a good choice as it has lesser number of hyper 
parameters than other nonlinear kernels. Also RBF kernel has 
fewer numerical difficulties [19]. Hence we have used RBF 

kernel in our SVM classifier. 
 

4. RESULT ANALYSIS 
The data set used for training the classifier comprises of 500 
diabetic patient records out of which 142 records are of those 

having heart disease (positive cases) and the remaining 358 
records are of those not having heart disease (negative cases). 
These records after sufficient pre-processing was given as 
input to train the SVM classifier. 

The SVM classifier was trained for different values of the 

RBF kernel parameters, C and . The models thus obtained 

for each of the values of C and  where then tested for 

accuracy. A good classifier should be able to exhibit high 
accuracy for datasets unseen rather than the training data. 
Hence we have used 10 fold cross validation for testing the 
accuracy of the classifier. 

In 10-fold cross-validation, we first divide the training set 
into 10 subsets of equal size. Sequentially one subset is tested 
using the classifier trained on the remaining 9 subsets. Thus, 
each instance of the whole training set is predicted once so 
the cross-validation accuracy is the percentage of data which 
are correctly classified. The cross validation tests prevents 
overfitting problem. Based on the exhaustive trials conducted, 

we found that for C = 5.0 and  = 1.0 the classifier exhibited 

the best accuracy of 94.60%. The accuracy obtained for a few 

values of C and  in our trials is shown in the Table 2. 

Table 2. Partial results of the trials conducted 

 

C Value  Value Accuracy of the 

classifier 
. 

. 

. 

. 

. 

. 

. 

. 

. 

2 0.125 89.60% 

2 0.75 92.40% 

4 2.5 93.20% 

4 2 93.60% 

4 1.5 93.80% 

4 1 94.20% 

5 1 94.60% 

6 1.25 94% 

. 

. 

. 

. 

. 

. 

. 

. 

. 
 
The ROC curve for the classifier characteristics is shown        

in    Fig. 1 

 
Fig 1: ROC curve for the classifier characteristics 

The confusion matrix indicating the accuracy of the SVM 

classifier for the given data set is shown in Table 3. 

 
Table 3. The confusion matrix of the classifier 

 

 True low True high Class 

precision pred. low 355 24 93.67% 

pred. high 3 118 97.52% 

class recall 99.16% 83.10%  

Overall accuracy: 94.60% +/- 2.01% (mikro: 94.60%) 

 
From the results obtained, it can be seen that the classifier 
exhibits a very high classification accuracy i.e 94.60% 
overall. It also shows a very high precision for the positive 
class (97.52%) and also the recall of the positive class is quite 
good (83.10%). In the case of negative classes, the classifier 

exhibits high precision (93.67%) as well as high recall 
(99.10%). 

5. CONCLUSIONS 
In this paper, we have shown that it is possible to diagnose 
heart disease vulnerability in diabetic patients with reasonable 

accuracy. Classifiers of this kind can help in early detection 
of the vulnerability of a diabetic patient to heart disease. 
There by the patients can be forewarned to change their 
lifestyle. This will result in preventing diabetic patients from 
being affected by heart disease, there by resulting in low 
mortality rates as well as reduced cost on health for the state. 
SVM’s have proven to be a classification technique with 
excellent predictive performance and also been investigated 

with the help of ROC curve for both training and testing data. 
Hence this SVM model can be recommended for the 
classification of the diabetic dataset. 
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