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ABSTRACT 

In this paper a new method of road map based navigation is 

proposed. A vision based motion planning of a mobile robot is 

implemented in a predefined road map. Road map is build 

with the left and right lane at the junction constructed with 90 

degree with respect to the main lane. In our realization the 

robot moves towards a junction and at each junction takes a 

photograph of the road sign map and an image matching 

algorithm is performed at the host machine to compare the 

captured image with the map stored in the memory and decide 

the next course of action. 
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1. INTRODUCTION 

A basic motion planning problem is to produce a continuous 

motion that connects a start configuration S and a goal 

configuration G, while avoiding collision with obstacles. The 

robot and obstacle geometry is described in a 2D or 3D 

workspace, while the motion is represented as a path. 

Different approaches for motion planning can be found in the 

literatures. In [1], the authors have presented a vision based 

approach to detect, localize and track stationary masts located 

near road and intersection borders around a driving vehicle. 

The approach is based on knowledge about the lane structure 

of the road which has been extracted by an automatically 

generated road model. However motion planning is not 

considered in this paper. The authors in [2] consider a 

computer vision based system for real-time robust traffic sign 

detection, tracking, and recognition. The detection is based on 

the color information and shape of the object. But this 

approach is prone to error and also motion planning is not 

considered. In [6]-[7] color based object detection and 

tracking were studied extensively but like [2] motion planning 

was not considered. The authors in [8] proposed a vision 

based motion planning for an autonomous motorcycle. The 

invariant recognition of broken rectangular biscuits is 

proposed using fuzzy membership-distance products, called 

fuzzy moment descriptors [14].  

In this paper, we are proposing a vision based motion 

planning of a mobile robot using road sign detection. In this 

technique the robot has prior knowledge of the map to reach 

the goal state. The map is given in the form of an image which 

is nothing but the road sign. When the robot reach a crossing 

junction it will capture the road sign map and an image 

matching algorithm is performed to compare the captured 

image with the map stored in the memory of the robot and 

decide the next course of action. 

2. PROBLEM FORMULATION 

Motion planning of mobile robot in a road map is to plan to 

move from initial position to goal position. In this problem the 

map of the road is known to the robot, which comprises a set 

of junction and distance between two junctions.. The left and 

right lane at the junction is constructed with 90 degree with 

respect to the main lane. Initially robot will move towards the 

junction point, at the junction point the robot grabs the image 

and sends it to a desktop computer, then matches it with the 

reference image. If matching is successful, then that junction 

is a goal position, otherwise the robot turns 90 degree left 

(counterclockwise) and grab the image and send it to the 

desktop computer, and then repeat the matching process with 

the known corresponding reference image fixed for left turn. 

If the match results in a success, then robot will move in the 

left direction. If not then robot will turn 180 degree right and 

grab the image, send it to the desktop computer, then match 

with the reference image for right turn. On a successful match, 

the robot will move in the right direction. If not the robot will 

turn 90 degree left and move forward towards the next 

junction point.  This process will continue until the goal 

position is not reached. 

3. IMAGE MATCHING  

We use matching of digital gray images using Hopfield 

Neural Network Image Matching Based on Hausdorff 

Distance and Chaos Optimizing. Image matching approaches 

based on neural networks have seen an explosion of interest 

over the last few years [9]. Most of the previous approaches to 

image matching can be categorized into the intensity-based 

and edge-based comparison. Hausdorff distance has been 

widely used for comparing point sets or edge maps since it 

does not require point correspondences. In this paper, we 

propose a new image similarity measure combining the 

Hausdorff distance with a normalized gradient consistency 

score for image matching. The normalized gradient 

consistency score is designed to compare the normalized 

image gradient fields between two images to alleviate the 

illumination variation problem in image matching. By 

combining the edge-based and intensity-based information for 

image matching, we are able to achieve robust image 

matching under different lighting conditions. Many methods 

have been proposed [10], [11].However, all these works 

aimed at finding the corresponding matching points. When 

amount of the feature points exceeds a certain extent or 

dimension of parameter transforming space is too high, 

computing time of these methods will be increased in a 

germination way. In addition, there often exists much 

difference between two images, such as object translating, 

rotation, scale variety, lighting variety and scene change, 

extracting points can’t be one to one correspondence. So there 

is some difficult applying existed image matching methods 
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mentioned above in general situations. To overcome 

drawbacks mentioned above and to avoid Hopfield Neural 

Network trapping into a local minimum, Hausdorff distance 

[12] is used to measure the degree of the similarity of two 

images., and chaos theory [13] is used to optimize the 

computing process of Hopfield Neural Network, and a new 

energy formulation for general invariant matching is derived 

Hausdorff distance is used to measure the degree of the 

similarity of two images. Chaos is used to optimize the search 

process of Hopfield Neural Network, and a new energy 

formulation for general invariant matching is derived.  

3.1  The Hausdorff distance 

The Hausdorff distance [3], adopted for the comparison of 

two images, is to calculate the maximal interpixel distance 

between their corresponding edge point sets. For two sets of 

points  naaaA ,...,, 21 and  nbbbB ,....., 21 with 

each pixel ia or jb representing a 2D image coordinate of 

edge point extracted from the image. We can define the 

Hausdorff distance for the two point sets A and B as follows 

                        ABhBAhBAH )),(),,(max(),(   (1) 
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BbAa
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Where h (A, B) and h (B, A) represent the directed distance 

between two sets A and B. ||·|| denotes some norm of points of 

A and B. The function h(A,B) identifies the point A which is 

the farthest one from any point B and measures the distance 

from a to its nearest neighbor in B. The Hausdorff   distance 

H (A, B) measures the degree of mismatch between two point 

sets A and B. This measure is asymmetric, since it dose not 

consider how well each of the points in B is fit by A. 

Matching can thus be performed against a large image that 

contains the real time image as a subset. 

Assuming size of the real time image feature set R is M, and 

the one of the reference image feature set B is N, NM   , 

),( BAH denotes the Hausdorff distance between the real 

time image feature set R and the reference image feature set 

B. Obviously, if the real time image corresponds to a small 

part of the reference image, then the Hausdorff distance 

between the real time image feature set and its corresponding 

sub-image feature set of the reference image should be 

unique. This best matching relationship can be depicted with a 

M×N matrix { ijV }. Where ijV  ranges in [0,1], and the row 

serial number i is corresponding to serial number of the real 

time image feature point, the column serial number j is 

corresponding to serial number of the reference image feature 

point. If distance between the reference image feature i and 

the real time image feature j is equal to the Hausdorff distance 

between the real time image feature set and its corresponding 

sub-image feature set of the reference image,then 1ijV  

,else 0ijV . Obviously, the best matching relationship 

matrix { ijV } should meet the following conditions: 
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Viz. number of “1” in each row of the matrix{ ijV } should be 

only one, this denotes that to any point of the real time image 

feature point set, there is not more than one point in the 

reference image feature point set whose distance to the real 

time image feature point set is equal to the Hausdorff distance 

between the two corresponding image feature points set. 
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This shows that there is not less than one element is “1” in 

each column of the matrix { ijV }. It denotes that to any point 

of the reference image feature point set, if it is an isomorphic 

part of the real time image, then there is not less than one 

point in the real time image feature point set whose distance to 

the reference image feature point set is equal to the Hausdorff 

distance between the two corresponding image feature points 

set   
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This shows that there is not less than one in the reference 

image feature point set whose distance to the real time image 

feature point set is equal to the Hausdorff distance between 

the two corresponding image feature points set. When making 

the design model mentioned above correspond to Hopfield 

neural network, each element of matrix { ijV } was thought as 

a neuron, state of a neuron shows the matching degree. 

Interconnections among these neurons are mapped from 

Coefficients of row restriction, column restriction and element 

sum restriction of the design model. Assuming that x and y 

respectively denotes any point of the real time image feature 

point set, i and j respectively denotes any point of the 

reference image feature point set. For there is not less than 

one point in the real time image feature point set whose 

distance to the reference image feature point set is equal to the 

Hausdorff distance between the two corresponding image 

feature points set, so there appears more than one “1” in the 

output matrix of the neural network, viz. there is no column 

restriction in energy function of the neural networks. Based on 

analysis mentioned above, Hopfield neural network energy 

function corresponding to image matching based on Hausdorff 

distance is defined as 
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Where 
2

1 ,
2

2
,

2

3
respectively denotes a weight 

coefficient of each restriction; xiV denotes the matching 

degree that point x in the real time image feature point set is 

matched with point  i in the reference image feature point set, 

which is  corresponding to output state of a neuron; 

),( ixdis denotes distance between point x of the real time 

image feature set and point i  of the reference image feature 

set; ),( BRH  denotes the Hausdorff distance between the 
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real time image feature point set and the reference image 

feature point set. 

3.2 Optimizing Hopfield Neural Networks 

Image   Matching by Chaos 

Chaos is a motion state with randomicity directly produced by 

a determinacy equation, which can non-repeatedly go through 

all states within some range, so it is widely used to optimizing 

an algorithmic search process to avoid it trapping at a local 

minimum. Aihara and Chen etc. introduced chaos ideas into 

Hopfield neural networks model and presented the following 

Chaotic Neural Network (CNN) model [5]: 
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Where )(tZ  is a bifurcate parameter, which controls the 

intensity of the self feedback term  ; )10(    is a 

attenuation parameter, which dependents upon )(tZ . The 

system state varies step by step with the decrease of  )(tZ . In 

the initial search stage, if )(tZ  is enough larger, the neural 

network system will be indicative of chaotic characteristic, 

and fully use the abundant dynamic characteristic of chaos to 

implement polymorphism ergod. For polymorphism ergod 

done according to the chaotic track and not limited to an 

object function, so it is very robust in avoiding the neural 

network system to trap in a local minimum. When )(tZ  is 

too small to act to evolvement of the system, the whole 

system will degrade into a single Hopfield neural networks, 

then the system will do more search according to the Hopfield 

neural networks gradient descent search mechanism in a 

smaller rage obtained by the pilot study, and convergence to a 

global satisfying solution soon. It is obvious that introduction 

of  )(tZ makes the neural network system’s chaotic search 

hold randomicity and ergodic concurrently, which ensures the 

algorithm not only can escape from a local minimum, but also 

has high search efficiency. Based on analysis above, image 

matching algorithm proposed in this paper adopted this 

Hopfield neural network model. 

We take the derivative of the (7) with respect to xiV  
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from (9) and (11), the following equation of motion can be 

obtained: 
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This just is the motion equation of Hopfield neural network 

image matching algorithmbased on Hausdorff distance and 

chaos. 

4. ALGORITHM FOR MOTION 

PLANNING 

Procedure: motion planning  

Initialization: predefine road map with equal length of each         

arm (junction to junction length) and each 

junction is crossed with 90 degree of the road. 

Begin 

Place the robot in the junction, representing starting 

point, of the predefined road map. 

Repeat  

        Move the robot in the forward direction to next  

junction and grab the image and if a match 

occurs, then moveforward; 

else turn left 90 degree and grab the image of 

the world, and match it with Reference one. If 

match occurs, go left; 

else turn clockwise right 180 degree and grab 

the image of the world, and match it with the 

Reference one. If match occurs, go right.  

Until goal is not reached. 

End 

4.1 Implementation Details 

The road map based motion planning is implemented on the 

Khepera robot. Khepera II is a miniature mobile robot and 

circular in shape and equipped with a Motorola 68331 

microcontroller. The robot possesses on-board power supply 

and two motors, which can be independently controlled by a 

PID controller.  It is also equipped with eight infrared 

proximity sensors which are distributed around the robot in a 

circular pattern to cover the circumference of the robot 

uniformly, and a wireless camera vision turret module which 

is plugged in on top of the Khepera robot, enabling it to 

capture video.  It is a passive device without onboard 

processing and frame is grabbed through TV tuner.  The 

wireless camera vision turret is designed to transmit sound 

and video from the Khepera robot to a base receiver. Images 

and sound can then be processed on a remote computer. The 

resolution of image is 380×450 and maximum range of image 

grab is 50-100m. Image transfer from the robot to the desktop 

computer is accomplished by a 2.4GHz wireless image 

transmission system. Figure 1 shows the connection set up of 

wireless camera on the Khepera and also the network of 

image grab through the TV tuner. The work is implemented in 

C- language platform. The software comprises one source 

code for image matching and one code for motion control of 

the robot based on the matching result of the image. 
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Figure 1: Experimental setup 

 

 

Figure 2: Environment setup for Robot Motion Planning 
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Figure 3:  Snapshot taken at different stages of motion planning   

                                (a) Robot moves from initial position to the first junction 

                                (b) After detecting the road sign the robot moves towards the next junction in right direction 

                                (c) After detecting the road sign the robot moves towards the next junction in left direction 

                                (d) After detecting the road sign the robot moves towards the next junction in left direction towards the goal 

                                (e) Robot reaches the goal position and stop            

                                                           

5. CONCLUSION 
This paper proposed road map based path planning by 

Khepera robot having perception of a predefined road map. 

The road map path based planning is introduced here using 

the image matching techniques. In this paper, we considered a 

new concept for matching  images. Hausdorff distance to 

measure the degree of the similarity between two images, and 

used Chaos to optimize the search process of Hopfield Neural 

Network, derived a new energy formulation for Hopfield 

Neural Network based image matching method, where the 

problem of image matching is treated with the minimization 

of an energy function by estimating. The proposed method is 

free from size and rotational variance and requires 

insignificantly small time for the matching process. Through 

extensive experiments the effectiveness of the proposed 

technique is verified. The work may be realized in the 

automatic control of the vehicle in autopilot mode in a 

predefined road map. 
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