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ABSTRACT 

Medical warehouses are architectural construct of an 
information system that provides users with current and 
historical decision support information. But  medical 
warehouse projects suffers from overestimation of resources 
because of improper estimation approaches which do not suit 
well on poorly defined architecture of medical warehouses. In 
this paper, we have first proposed a framework for an 

integrated medical warehouse that covers the different aspects 
of health care management. Then we proposed an effort 
estimation approach based on this framework which is 
designed to be used at the very early stage of requirement 
analysis. The data from the three different set of data 
warehousing projects are studied and the linear regression 
approach is used to finalize the model. Final effort is 
estimated using the project size and the different adjustment 

factors. For analytical estimation of project size and its 
complexity, extended function point analysis is used and 
identified object are categorized and their complexity weight 
age is determined. The proposed approach is validated by 
studying three different set of projects having different level 
of complexity. First set contains eight business data 
warehousing projects completed in different domains. Second 
set contains medical OLAP projects and third set has clinical 

data marts. A set of questionnaire is used to estimate the 
complexity of the project, which has to be filled by the 
developers after completing the initial requirement analysis. 
The proposed effort estimation model shows a great 
improvement as compared to the earlier models used in effort 
estimation of medical warehousing projects.   
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1. INTRODUCTION 
Medical Computing systems are gaining popularity day by 
day.  The most of the major health organization have started 
using the Electronic Medical Record (EMR) [1] and 

Computerized Practitioner Order Entry (CPOE) [2] systems. 
But these systems are used just for manual data entry and not 
for any automated analysis. When the transition from paper 
based record maintenance to EMR took place, very less 
attention was given to the data analysis and linking tasks. 
Emphasis on the usage of data apart from searching was very 
less. Even though thousands of patients visits the major 
hospitals every day and their record is kept using EMR, But 

still there is no effective tool available for the automated 
analysis of the patients’ record.  Mostly the records of patients 
are kept separate in different repository corresponding to 

different clinics and there is no way to access these records at 
one place [1].  

The concept of integrating health system data at centralized 

place using data warehousing was introduced by Ewen et al 
[3].  Earlier the main focus was to evaluate the usage of 
warehouses in healthcare organizations [4] and its impact on 
the medical thinking and healthcare policy [5]. But it was not 
clear, how the issues of data warehousing in healthcare 
systems are different from issues in normal business 
warehouses.  These differences were made clear by Pedersen 
et al [6] by highlighting the main research issues in clinical 

data warehousing. It was found that the integration process in 
medical warehouses is very complex and time consuming 
which involves extraction of data from different 
heterogeneous clinical sources. After extraction, these are 
transformed into a single consistent format. But in a typical 
health care management, not only the clinical data, but the 
billable counter data also need to be integrated [7]. This non-
trivial and highly error prone process can be made simpler if 

performed using non-systematic approaches based on the 
metadata such as the descriptions of measured parameters and 
their higher-level grouping [8] [9]. Nguyen et al [10] use the 
XML Topic Maps (XTM) [11] to define the meta multi 
dimensional cubes to represent data in an integrated fashion. 
Use of XML in representation ensures the uniform way to 
represent data on multiple platforms using Semantic Web. 
To further enhance the usability and accessibility of medical 

warehouses, different researchers have now started using 
different data mining functionalities such as concept 
description, association rule mining, classification, clustering 
etc. Many recent studies [12] [13] describe the use of 
association analysis to effectively integrate the information at 
various granular levels in a medical system. Decision making 
ability in these systems is further enhanced by using Rule 
based systems and case based reasoning [14]. Similarly 

visualization and analysis of data is enhanced by combining 
Online Analytical Processing (OLAP) Tool and Geographical 
Information Tools [15] [16]. So in last few years, numerous 
medical warehouse architectures are proposed but most of 
them are confined to one or two domain of healthcare 
management. Effort estimation based on improper and 
incomplete approaches may lead to the under or over 
estimation of resources. Although many medical warehouse 
implementation projects have suffered because of this, yet 

there is no specific estimation model available to address their 
particular needs. 

In this paper, we have proposed an effort estimation approach 
to effectively predict the effort taken to develop large medical 
warehouses. Medical warehouse are usually designed by 
integrating the data taken from different clinical databases and 
then transforming it into single common format. One such 
architecture of Medical warehouse is described in detail in 

section 2. Effort Estimation model based on this architecture 
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and its complexities are discussed in section 3. Section 4 
presents the result and the methodology to validate our 
approach.  Finally, section 5 concludes the paper with brief 
description about the future enhancements.  

2. MEDICAL WAREHOUSE 

ARCHITECTURE 
Medical warehouses are blend of technologies and 

components and presents an architectural construct of an 
information system in such a way that user can take the 
strategic decision based on the current and historical data. 
Different data sources in a typical healthcare system are 
distributed across various clinics and administrative units [2]. 
Some clinics such as radiology have large multimedia data, 
whereas some clinics use text data [6]. Data in each clinic is 

acquired through different medical equipments and is usually 
stored in different formats. Inconsistency of data formats is 
the main reason of limited communication among different 
clinical sources [6]. In large hospitals, these clinical data 
sources are updated frequently due to large number of 

patients, so these collectively are called operational databases 
and can be categorized as follows: 

 Text Databases (Medical Observation & Reporting) 

 Image & Multimedia Databases (DICOM Images, 
Ultrasound, ECG/EEG etc.) 

 RDBMS (Administration, Patient Record, Billing & 
Finance, Personnel Management) 

 XML databases (Medical Transcriptions, Clinical Reports, 
Patients Referrals) 

 

 

 
Figure 1: Medical Warehouse Architecture 

Due to inconsistent nature of data in operational databases 
these are not considered as part of medical warehouse but are 
taken as central repository from where the only clean and 

processed data can enter the warehouse in an integrated 
manner [3]. Operational databases usually store information 
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using the various data types and formats, so data needs to be 
processed into the single consistent format [6]. 

Over the years, researchers have proposed different 
framework for medical warehouses. Some researchers [17] 
focussed on data integration framework. They used multi-

agent technology to configure data warehouse to integrate and 
archives information from heterogeneous sources of health 
care unit. But from health care professionals’ perspective, 
main focus is always on user interface and visualization of 
multi-modal images [18]. Hence the system should be 
designed to find suitable strategies to integrate important 
characteristics of multiple data sets into one image such that 
better insights can be provided [19]. Parvin Vajirkar et al. [20] 

suggested that context aware applications [21] [22] [23] 
provide better accuracy and precision to the prediction results. 
They designed a context aware data mining framework for 
data mining applications for providing accuracy and precision 
to prediction results based on context aware factors. Similarly, 
Szirbik et al. [24] used the rational unified process framework 
in designing the medical warehouse for elderly patient care 
system. But all these frameworks lack the completeness; they 

are either domain specific or focussed on one aspect only. 
Hence these models cannot be used for generic effort 
estimation process. For an effective effort estimation model, 
we have proposed a complete medical warehouse architecture 
that is flexible enough to be used in different scenario.  

The architecture shown in Figure 1 is a four layer architecture 
where the bottom most layer take the data from the 
operational databases.  

Data is partitioned across multiple servers, each of which 
resides on individual nodes of the parallel systems and has an 
ownership of its own disk and thus its own database partition. 
At this layer, different data pre-processing tools are used to 
extract clean data and finally transformed to uniform format 
such as HL7 [25]. We propose to use HL7 data interface as a 
standard format because it has larger acceptability in many 
healthcare organizations. 

The second layer is basically the metadata layer, here 

corresponding to different clinics, Meta data directories are 
created and the operational data bases are converted into the 
data marts. We propose that there should be one data mart 
corresponding to each of the clinical databases which will 
keep the history of data of the respective clinic in relational 
format. Apart from the clinic data marts, multi dimensional 
data bases (data cubes) [26] corresponding to patient and 
medicinal databases are created. For easy access of historical 

administrative data, data cubes having different dimensions 
are created [27]. 

Finally the topmost layer is an information access layer. It 
represents the tools that the end users use daily to extract and 
analyse the data contained within the data warehouse. It 
consists of front end tools such as query and reporting tools, 
analysis tools and other data mining tools. This layer is 
designed to define the usage of computerized patient record 

data for monitoring, charting, compliance and supporting 
quality initiative [28]. 

3. EFFORT ESTIMATION 
Our effort estimation approach is based upon the past data 
collected from the eight different data warehousing projects 

completed in different domains such as health care, financial, 
education and retail. Among these projects there was no 
project directly implemented in hospitals, so we refined our 
model by taking the data collected from the different Medical 

OLAP projects which require implementation of one or two 
data mining functionality on small data marts. Finally we used 
the data collected by creating special data marts for the 
different specialized clinics in city. These data marts are 
especially created for testing our model only. It is assumed 

that all the data of eight different project requests studied is 
correct without any deviation. All the developers who are 
involved in developing projects are provided with a detailed 
set of project requirements. All the developers were given a 
questionnaire, which they have to submit after completing the 
software requirement specification document. The 
questionnaire is about the 40 different parameters related to 
the setup, implementation, design, performance, user 

interface, usability, reliability, external interface, and other 
requirements of the project. 

3.1 Object Classification 
Before estimating the size of the project, its development 
scope is required to be limited by identifying the boundaries 

of the system. The most widely used approach to size 
estimation is Function Point Analysis (FPA) [29]. Function 
Points are a measure of the size of computer applications and 
the projects that build them. So this is not directly suitable for 
estimating the size of complex data warehouses during the 
early stages of requirement analysis. So we propose to use the 
extended FPA [30] approach to measure the size from a 
components points of view i.e. function points are defined in 

terms of object points. It is independent of the computer 
language, development methodology, technology or capability 
of the project team used to develop the application.   

The Function Points (FP) reflects the countable objectivity 
provided to the user by the application / tool. The application 
specific functions should be evaluated in terms of what is 
being delivered. FP is the total of Function Points for all the 
functionalities implemented in the Medical Warehouse. In 
each application, there are two types of requirements, one 

which are directly visible through user interface i.e. functional 
requirements and others which are not directly visible i.e. 
non-functional requirements. This include only user defined 
and requested functionalities. Existing functions and non-
functional requirements are not included in the final count. 
We have identified the different objects, which may be part of 
a medical warehouse and categorized them into as follows: 

1. Framework Setup  

a. Setting of work area, data and authorities. 

b. All the objects that are required to setup the 

framework for application development come under 

this category. This may include platform setup (if 

within scope of application boundary), security 

access for users at the application level, user rights, 

directory or file setup, configuration settings etc. 

c. Network / Hardware / Software set up / Tools 

configuration etc. 

2. Work Flow Setup 

a. Setting up or initializing tasks and defining their 

dependencies or impact on each others. 

b. Setting up of static or dynamic libraries if required 

c. Initializing the privileges for individual tasks. 

3. Data Pre-Processing 

a. Data Cleaning by filling missing values and 

smoothing noise 

b. Data transformation to standard normalized form by 

removing inconsistencies. 
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4. Data Mart Creation 

a. Restructuring the historical data. 

b. Periodic ETL (Extraction, Transformation & 

Loading) 

5. Enterprise Warehouse Creation 

a. Concept hierarchy Generation 

b. Multi dimensional model formation (Defining 

dimensions and measures) 

c. Business process model 

d. Relational or Multi-dimensional server setup 

e. Indexing the OLAP data. 

6. User Interface 

a. Identification of Internal & External components 

(ODBC, API, Third party components) 

b. Categorize the static and dynamic component 

separately 

c. Identify all the different containers in the 

application such as component containers, data 

containers, Media containers, Menus, Tabs, and 

Frames etc. 

d. Identify all the data components in the system. 

These data components may be input components, 

output components and display components. 

7. Reports Creation 

a. It includes all the printed or graphical analysis 

reports. 

8. Metadata Repositories 

a. Identify the schema of databases 

b. Identify additions/modifications in the database 

c. Identify triggers for any change in data 
All the objects are characterized by the attributes they possess 
and their behavior in different environments. It is difficult to 
capture this at the requirements analysis stage, hence 
generalized behavior of category they belong is assumed. 

3.2 Functional complexity of Objects 
Each category defined above has certain default behavior and 
each object in this category inherits this behavior. But this is 
not the only defining parameter. The complexity of each 
object also depends upon how it is interlinked with other 
objects and number of instances it uses. In order to take into 

account application specific details, characteristics influencing 
the system need to be identified. Following are the main 
characteristics that enhance the complexity of objects:  

 Interlinking of an object with the other objects, i.e. 

degree of coupling of an object. 

 Number of input sources object is linked with. 

 Number of validations required by an object. 

 Number of independent and dependent functions 
performed by an object. 

Out of the above complexity factors, ones having 

multiplicative effect are separated out from the ones having 
additive effect on the complexity. The appropriate weight is 
assigned to each based on its significance and utility in the 
application or tool being used.  

Using above steps, a case study is performed on different 
healthcare systems and complexity weights of different 
categorized objects are determined as proposed by Albrecht 
[29]. Results of this study are shown in Table 1, which 

represents the suggestive numeric weights associated with the 

objects in each category. Initial complexity weights in this 
table are provided by a group of experts, who have experience 
of similar projects. To reduce the subjectivity, we have taken 
average of the complexity weights provided by them in each 
category.   These results can be used to define the similar 

weight age table for future medical warehousing projects as 
per the requirement analysis.  

3.3 Function Points Calculation 
Function points are defined here in terms of object points and 
the steps taken to arrive at the final count for a particular 

medical warehouse are: 

1. For each of the identified feature of SRS document, 
different objects are recognized. As the model is proposed 
to be used in the early stage of the development, so 
recognition of objects depends upon the past experience of 
the estimators. Detailed categorization of objects provided 
in section 3.1 is used to categorize the recognized objects 
in the defined categories. This also helps in reducing the 

subjectivity of estimator in recognizing the objects. 

Table 1: Weights associated with different categorized 

objects 

Framework 

Setup 

No. of 

sub 

branch

es 

require

d 

# of Work areas / Template Data / 

Proxies require configuration 

Tota

l < 4 

Total 

= 4 - 

12 

Total 

= 12-

24 

Total >24 

< 5 1 1 2 
Divide into 

two setup 
5-15 1 2 3 

15-30 2 3 4 

>30 Divide into two framework setup 

Work Flow 

Setup 

No. of 

Tasks/ 

Directi

ves 

# of dependencies / # of elements 

Total <4 
Total = 

4-8 
Total >8 

<2 1 1 2 

2-8 1 2 3 

8-15 2 3 3 

>15 Divide into two Work flow setup 

Data Pre-

processing 

No. of 

Source

/ 

Tables 

require 

ETL 

# of characteristics and attribute of an 

entity to be modified 

Tota

l 

<10 

Total

= 10-

20 

Total

= 20-

40 

Total >40 

1-20 1 1 2 Divide into 

two 

Objects 

21-50 2 2 4 

51-100 3 4 6` 

>100 Divide into two Objects 

Data Mart 

Creation 

No. of 

Source

/ 

Tables 

# of transformations required 

Tota

l <8 

Total

= 8-

20 

Total

= 20-

50 

Total >50 
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or 

hyperli

nks 

1-20 1 2 4 Divide into 

two 

component

s 

21-50 2 4 8 

51-100 4 6 12 

>100 Divide into two components 

Enterprise 

Warehouse 

Creation 

No. of 

Interna

l / 

Extern

al  

Object

s 

linked 

# of dimensions 

Tota

l <4  

Total 

= 4-8 

Total 

=8-15 
Total >15 

0-2  3 3 9 Divide into 

two 

component

s 

2-6 3 9 9 

6-10 9 18 18 

> 10 Divide into two components 

User Interface 

No. of 

Views 

contain

ed 

# and Source of Data Tables / Style 

sheet Classes / Validations 

Tota

l <4  

Total 

= 4-8 

Total 

=8-15 
Total >15 

<3 2 2 3 Divide into 

two 

Screens 

3-7 2 3 4 

7-12 3 4 4 

> 12 Divide into two Screens 

Reports 

No. of 

Sectio

ns 

Contai

ned 

# and Source of Data Tables 

Tota

l <4  

Total 

= 4-8 

Total 

=8-15 
Total >15 

0 or 1 4 4 8 
Divide into 

two reports 
2 or 3 4 8 12 

4-10 8 12 12 

> 10 Divide into two reports 

Metadata 

Repositories 

Setup 

No. of 

Tables 

/ 

Views 

/ 

Trigge

rs 

# of Attributes changes / Additions / 

Deletions  

Tota

l <4  

Total 

= 4-8 

Total 

=8-15 
Total >15 

<2  4 6 8 Divide into 

two 

Database 

setup 

2-8 5 8 10 

8-15 6 9 12 

>15 Divide into two Database setup 

2. Functional complexity of all the objects is assessed using 
the Table 1. 

3. Further, code reuse is considered as an important 
parameter which cannot be overlooked while calculating 
total object points. Although Code reuse parameter vary 
from application to application and also depends upon the 
design of an application, but still following factors may 

help us to determine this parameter. 
a. Number of instance of each object 
b. No. of views of each UI screen 
c. Different static and dynamic libraries used 
d. Number of functions enhanced 
e. Type of work involved with each functions i.e. 

enhancement / development. 
Finally, effect of %age code reuse is taken into account 
and total number of object point count is modified 

accordingly. 
4. To find the total function points in a particular feature or 

an application, we add up all the objects multiplied by 
their complexities in it.  

5. The final effort in person months is estimated as follows 
[31], where inputs are the Size of software development, 
an Adjustment Factor (AF), and a scale factor, B. 

 PM = AF X (Size) B  (1) 

The size parameter is total number of object points calculated. 
AF represents the adjustment factor which depends upon the 
production and general system characteristics of the systems. 
It can be determined on the same lines as described by Boehm 
[33]. The scale (or exponential) factor, B, accounts for the 
relative economies or diseconomies of scale encountered for 
software projects of different sizes [32]. The nature of medical 
warehouse projects is of semidetached type, so initial value of 

B can be taken as 1.12 [33]. This value is finally adjusted 
using simple regression analysis on the feedback data 
obtained from the project heads after completion of projects. 

3.4 Adjustment Factor Calculation 
Three main factors on which adjustment factor depends are 

[31]: 

 Production System Characteristics (PSC) 

 General System Characteristics (GSC) 

 Developer’s Experience and Capability (DEC) [33]. 

These factors affect the overall features of the projects and not 
any object in particular. The productivity rate directly depends 
upon the developer’s experience and capability in a particular 
tool. It inversely depends upon the Production System 

Characteristics (PSC). Main PSC that affects the system can 
be categorized as follows: 

 Application Characteristics (Round the Clock Support, 

Criticality, Complexity) 

 Data Characteristics (its Volume, Quality, Change 

Dynamics, External Dependency) 

 Others (Security, Portability, Privacy, Audit ability, User 
training etc.) 

The weighted influence of each of these characteristics is 
added to get the Adjustment Factor corresponding to the PSC. 
If a characteristic has strong influence then 3 points are added, 
for average influence, 2 points are added and for less 
influence, one point is added. Similarly, the degrees of 
influence have to be calculated for the system characteristics, 
which are general to any feature. The following are the main 
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system characteristics that are very much significant in 
designing the medical warehouses. 

1. Effective GUI: The complexity of GUI increases with the 
amount of control provided to user. Data is usually 
presented in various visual forms such as box plots, 3-D 

cubes, charts, curves, surfaces, link graphs etc. DICOM 
data is usually presented using the multi modal 
visualization. So designing their GUI is very complex. 
Further considerable effort is needed to provide the 
consistent interface with visual, conceptual and linguistic 
clarity throughout the interface. The warehouses are used 
from different platforms having different computational 
power. The designing a GUI that provides immediate 

response to user queries and handles all the errors 
gracefully is very challenging. 

2. Distributed Data Processing: In most of the warehouses, 
data is processed dynamically using the appropriate 
component of the system. These components may be 
located at different distributive operational servers at 
bottom most layer. The processing of multimedia data on 
these components requires very high transaction rates. The 

total number of such components in a particular system 
defines the complexity of that system. Further the total 
different types of servers used to store data and different 
types of network used to connect these, adds the 
complexity.  

3. Installation and Operational Ease:  Some databases 
require user to set up the environment periodically for 
installation and convert the data into the desired formats. 

So, entire burden is on the user. On the other hand, some 
applications have automated installation and operation 
without any operator intervention. Hence developing such 
automated applications is very complex. Similarly, the 
applications designed for automated recovery from failure 
or errors have more degree of complexity. The effects of 
all such general system characteristics are calculated on 
the same lines as we have calculated the PSC. Finally, the 
effect of developer’s experience and capability on the 

estimated effort can be considered in the similar way as 
suggested by Boehm et al [33]. It is shown in Table 2. The 
Final adjustment factor is calculated as follows 

Final Adjustment factor (AF) =  

((Sum of PSCs & GSCs) * 1/100) + 0.5) / DEC      (2) 

Table 2: Effect of Developer’s Experience & Capability 

Developer’s 

Experience 

& 

Capability 

Very 

Low Low Nominal High 

Very 

High 

DEC 4 7 13 25 50 

 

3.5 Effort Increment due to Complexity 
The complexity of each phase may vary for different projects 
depending upon the features of systems and tools used to 
develop the system. Hence a complex phase in a particular 
project may require considerably more effort. Complexity for 

certain phases changes considerably with different types of 
projects, such as Extraction, Transformation, and Loading 
phase. Complexity variations in other phases can be 
categorized in three levels viz. simple, medium and complex. 
In these phases, effort has to be multiplied with 1, 1.5 and 2 
respectively for each of the complexity levels. The exact value 
of multiplier may vary from one project to another project and 
it also depends upon the tools used. 

4. RESULTS & VALIDATION 
The proposed model is validated using an approach in which 

the project heads were asked to estimate the effort of new 
project using the proposed model and another one of their 
choice. Then a survey is conducted using a questionnaire to 
check the confidence level of project manager in using the 
proposed model. Data is collected from the three different 
types of projects. First type contains data and other details of 
eight data warehousing projects completed in different 
domains. Similarly, second type contains data of 25 different 

Medical OLAP projects. Finally, third type contains data 
collected from 38 different projects in which different data 
marts are created for special clinics.  

All the different types of projects are considered separately. 
Project heads of each project were asked first to estimate the 
effort using any model of their choice. Most preferred choice 
found to be the standard IFPUG model [34]. Then project 
managers were asked to estimate the effort using the proposed 

model as described in section 3. After the completion of each 
project, mean actual effort is calculated.  Mean estimated 
effort in each category of projects using the proposed model 
and without using it are compared with the actual calculated 
effort and the Mean Relative Error (MRE) in each category is 
calculated. From the Table III, it is very clear that MRE is 
very less when the effort is predicted using our model. All the 
effort shown in the table is in person months.  Mean of all 

MRE (MMRE) using proposed model is 0.16 as compared to 
MMRE of 0.31 without using the model. 

Table 3: Comparison of Mean actual effort of different 

projects using the proposed model and without using it 

Types of 

Projects 

No. of 

Project

s taken 

Mean 

Actual 

Effort 

Using Model of 

Project head’s 

choice (IFPUG 

Model) 

Using Proposed 

Model 

Effort 

Estima

tion 

MRE 

Effort 

Estima

tion 

MRE 

Type 1 8 472 355 0.25 392 0.17 

Type 2 25 82 51 0.38 69 0.16 

Type 3 38 72 50 0.31 60 0.17 

The predictive accuracy of model is compared using the 
measure PRED [35]. The PRED (X) represents the number of 
predictions which are within X% of actual effort. This 
measure is preferred over Bayesian model [36] when the 
model is based on diversified data. Table IV represents the 

predictive accuracy for all sets of projects by using both the 
models, IFPUG and our proposed model. The PRED (25) by 
using proposed model is more than 78%, which earlier was 
about 58% when the proposed model was not used. 

 

Table 4: Prediction Accuracy of the proposed model and 

IFPUG Model 

Model 

used 

Predictive 

Accuracy 

Type of Projects 

Type 1 Type 2 Type3 

Using 

Model of 

PRED 
(20) 

55 49 40 
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Project 

head’s 

choice 

(IFPUG 

Model) 

PRED 

(25) 

63 58 52 

PRED 

(40) 

86 82 78 

Proposed 

Model 

PRED 

(20) 

72 67 59 

PRED 

(25) 

83 79 73 

PRED 

(40) 

92 85 81 

For all these 71 projects, project heads have to answer two 
separate questionnaires, first one after studying the 
requirements and then the second one after completing the 
project. The answers of the first questionnaire are used to 
predict the effort using the proposed model and of the second 
questionnaire are used to refine the model. First questionnaire 
contains six different categories of questions. These categories 
are Design requirements, Set up requirements, 

Implementation requirements, Usability requirements, 
External interface requirements, Reliability and Performance 
requirements, Maintainability and Adaptability requirements. 
Each category contains 8-10 questions about the specific 
requirements. Hence all the details, which are required by the 
proposed model, are covered in this questionnaire.  
Second questionnaire is used after the completion of project. 
In this first of all, project heads were asked about the increase 

in complexity as compared to their first assessment in all the 
different phases of software development life cycle. Then, 
they were asked to distribute the total effort in different 
phases of project. The answers to this questionnaire are 
considered as a kind of feedback from the project heads and 
are used to adjust the value of factor B. Table V shows the 
value of factor B adjusted using the linear regression on the 
data collected from all the projects [31]. But this may vary as 

the project size grows and exhibits more diseconomies of 
scale. Further, it is found that in the large enterprise 
warehouses, where maintenance phase is very much 
significant, it exhibits more diseconomies due to large 
overhead. 

Table 5: Value of B corresponding to different types of 

Projects 

Type of 

Projects  

Enterprise 

Warehouse 

Medical 

OLAP 

Clinical 

Data Marts 

Value of B 1.18 1.09 1.03 

 

5. CONCLUSION 
Medical Warehouses provides a wider knowledge base that 
can be utilized to provide better decision support services and 
helps in better management of resources. These systems 
provide doctors a platform to retrieve analytical information 

and interesting patterns in the patients’ historical and current 
data. It also helps the doctors and clinicians to do better 
research. In this paper, Medical warehouse effort estimation 
approach is proposed for the current technologies using which 

a piece of work can be estimated more accurately. The model 
is designed to help project manager to estimate effort at the 
very early stage of requirement analysis. After the 
requirement analysis stage, the project size metric is estimated 
using the object point analysis. A questionnaire is prepared to 

help project managers to find out the different objects, their 
categories and their complexity in the project. Final effort is 
estimated using the project size and the different adjustment 
factors. After analysing 8 completed industry projects and 63 
different medical OLAP and data mart projects, the model 
shows very good accuracy as compared to the industry 
standard estimation approaches such as IFPUG model. 
Although these results reflects the population of projects from 

which model is derived, but the standard models such as 
IFPUG model generally under estimates or overestimates 
because of their generic nature. The proposed model is 
domain specific and is more useful for Medical warehouse 
projects, but the process used to define the model can be used 
to define the similar models for other domains as well. Further 
for better adaptability, model needs to be refined continuously 
by using machine learning approaches with data of more live 

medical warehouse projects. 
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