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ABSTRACT 
This paper present a particles swarm optimization (PSO) method 

for determining the optimal proportional – integral derivative 

(PID) controller parameters, for the control  of nonholonomic  

mobile robot that involves path tracking  using two optimized 

PID controllers one for speed control and  the other for azimuth 

control. The mobile robot is modelled in Simulink and PSO 

algorithm is implemented using MATLAB. Simulation results 

show good performance for the proposed control scheme. 
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1.   INTRODUCTION  
Autonomous robots may act instead of human beings. The robots 

are able to accomplish many tasks in dangerous places where 

humans cannot enter, such  sites where harmful gases or high 

temperature are present a hard environment for humans. Cleaning 

robots and cargo delivery can work automatically and save costs 

by performing various routine tasks [1,2]. This means that it is 

needed to evolve robot controllers that solve complicated problems 

and tackle complicated in the variable environments. There are 

several types of controllers that used for control the mobile robot 

the simplest one is  PID controller.  

The PID controller has been used to control about 90% of 

industrial processes worldwide [3]. The main problem of that 

simple controller is the correct choice of the PID gains and the fact 

that by using fixed gains, the controller may not provide the 

required control performance, when there are variations in the 

plant parameters and operating conditions. Therefore, a tuning 

process must be performed to insure that the controller can deal 

with the variations in the plant [4]. To tune the PID controller, 

there are numbers of strategies, the most famous, which is 

frequently used in industrial applications, is the Ziegler-Nichols 

method [3] , genetic algorithm GA, etc. Moreover, PSO was 

another method for tuning procedure. PSO first introduced by 

Kennedy and Eberhart is one of the modern heuristic algorithms, it 

has been motivated by the behavior of organisms, such as fish 

schooling and bird flocking [5]. Generally, PSO is characterized as 

a simple concept, easy to implement, and computationally 

efficient. Unlike the other heuristic techniques, PSO has a flexible 

and well-balanced mechanism to enhance the global and local 

exploration abilities [6]. In this paper, a novel PSO-based approach 

to optimally design a PID controller for a mobile robot trajectory  

tracking  is proposed. This paper has been organized as follows: in 

section 2 both kinematics and dynamic models of mobile robot are 

described. In section 3, the particle swarm optimization method is 

reviewed. Section 4, describes how PSO is used to design t`he PID 

controller optimally for  mobile robot to control the velocity and 

azimuth. The simulation and  the results are  presented in section 

5.  

2. A  NONHOLONOMIC MOBILE 

ROBOT  MODEL  

A  mobile  robot  is  located  in  a  two  dimensional  Cartesian 

workspace,  in which  a  global  coordinate {X, 0,  Y}is  defined.  

A  local  coordinate  {𝑋𝑐 , C, 𝑌𝑐} is  attached  to the  robot  with the  

origin  at point C, the middle  points  of  two  wheels which is the  

guide point  of  this  mobile  robot.  A  typical mobile robot model 

is shown  in Figure 1,  where  b is  the  half distance  between  two  

wheels. There are several ways to set up a steering system for 

differential drive mobile robot. A robot must have a minimum of 

three wheels in order to work. 

All the combinations require two motorized wheels and at least 

one swiveling wheel for balance [7]. Consider the mobile robot 

depicted in Figure 1 as front drive used in this paper. The platform 

moves by driving the two independent wheels as shown in the 

Figure 1. We assume that the speed at which this system moves is 

low and therefore the two driven wheels do not slip sideways. 

 

 

 

 

 

 

 

 

 

Let us consider the kinematic model (study of the mathematics of 

motion without considering the forces that affect the motion , it 

deals with the geometric relationships that govern the system and 

deals with the relationship between control parameters and the 

behavior of a system in state space [8]) for an autonomous vehicle. 

The position of the mobile robot in the plane is shown in Figure 1, 

the inertial-based frame (Oxy) is fixed in the plane of motion and 

the moving frame is attached to the mobile robot. The mobile 

robots are rigid cart equipped, with non-deformable conventional 

wheels, and it is moving on a non-deformable horizontal plane. 

During the motion: the contact between the wheel and the 

horizontal plane is reduced to a single point, the wheels are fixed, 

the plane of each wheel remains vertical, the wheel rotates about 

its horizontal axle and the orientation of the horizontal axle with 

respect to the cart can be fixed [9]. This means that the velocity of 

the contact point between each wheel and the horizontal plane is 

Figure 1: Model of mobile 

robot mmmmobile mobile robot 
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equal to zero. The rotation angle of the wheel about its horizontal 

axle is denoted by φ(t) and the radius of the wheel by r. Hence, the 

position of the wheel is characterized by two constants: b and r 

and its motion by: φr(t) – the rotation angle of the right wheel and 

φl(t) – the rotation angle of the left wheel. The configuration of the 

mobile robot can be described by five generalized coordinates (q) 

such as [9, 10]: 

),,,( , lrcc yxq 
                                            (1) 

where: xc and yc are the two coordinates of the origin C of the 

moving frame (the geometric center of the mobile robot), θ is the 

orientation angle of the mobile robot (of the moving frame). The 

vehicle velocity v can be found in Equation (2)   [3, 5, 6]: 

𝑣 =
𝑅(𝑤𝑟+𝑤𝑙)

2
                                                            (2)                                                  

where: 

  𝑤𝑟 =
𝑑𝜑 𝑟

𝑑𝑡
                 (Angular velocity of the right wheel) 

  𝑤𝑙 =
𝑑𝜑 𝑙

𝑑𝑡
                  (Angular velocity of the left wheel) 

The position and the orientation of the mobile robot are 

determined by a set of differential equations in the following forms 

[7, 3 ,6, 8]: 

 𝑥 = (𝑅 𝑐𝑜𝑠𝜃 𝑤𝑟 + 𝑤𝑙 )/2                                       (3)      

𝑦 = (𝑅 𝑠𝑖𝑛𝜃 𝑤𝑟 + 𝑤𝑙 )/2                                        (4)     

𝜃 = 𝑅(𝑤𝑟 + 𝑤𝑙)/2𝑏                                                 (5)                              

Here, 𝑥 = 𝑣 𝑐𝑜𝑠𝜃, 𝑦 = 𝑣 𝑠𝑖𝑛𝜃    

                                                                                                                              

Finally, the kinematics model of the vehicle velocity v and the 

orientation θ can be represented by the matrix as follows   [9 ]: 

 
𝑣
𝜃 
 =  

𝑅/2 𝑅/2
𝑅/2𝑏 −𝑅/2𝑏

  
𝑤𝑟

𝑤𝑙
                                     (6)    

A large number of researchers have used kinematic models to 

develop motion control strategy for mobile robots, their  

assumption that these models are valid if the robot has low speed, 

low acceleration and light load [10]. Dynamic modeling takes into 

account the forces acting on the vehicle. This model can be 

constructed using the no-slip condition [11] or allowing wheel slip 

[12]. In either case, the acceleration is considered. 

 In dynamic modeling the vehicle‟s dynamic properties, such 

as mass, center of gravity, etc. are entered into the equations. To 

drive this model, the nonholonomic constraints of the system are 

utilized .Dynamic equation of wheeled mobile robot is  described 

as[13]: 

 

M(q)𝑤 +C(𝑞, 𝑞 )𝑤+Dw=τ                                        (7) 

                                                                              (8)  

   

                                                                               (9) 

                             

                                                                              (10)  

                   

                                                                              (11) 

 

                                                                              (12) 

 

                                                                              (13) 

 

𝐷 =  
𝑑11 0
0 𝑑22

                                                       (14) 

 

                                                                               (15) 

 

𝑤 = 𝜃 = 𝑑𝜃/𝑑𝑡                                                       (16) 

 

𝑤𝑟  𝑤𝑙 : are angular velocities of right and left wheel 

respectively. 

𝑚𝑐 : is the mass of body. 

𝑚𝑤 : is the mass of the wheel with a motor. 

𝐼𝑐 : the moment of inertia of the body about vertical axis 

through the center of mass. 

𝐼𝑤 : is the moment of inertia of the wheel with a motor about 

the wheel diameter . 

R: is the radius of the wheel. 

a: is the distance between the robot‟s center of mass and the 

center of the wheel axle. 

b: is the half distance between the two wheels. 

𝑑11 , 𝑑22: are damping coefficients. 

q=(x, y, θ): is the vector of generalized coordinates. 

τ=[τ𝑣 τ𝑤 ]: is the vector of torque applied to the wheels of the 

robot. 

M(q); is 2*2 positive-definite inertia matrix. 

From the  above equation  we can get, 

                                                                                        (17) 

                                                                                                                                                     

3.  OVERVIEW OF PARTICLE SWARM  

OPTIMIZATION   
Particle Swarm Optimization (PSO) is a technique used to explore 

the search space of a given problem to find the settings or 

parameters required to maximize a particular objective. This 

technique, first described by James Kennedy and Russell C. 

Eberhart in 1995 [14]. PSO is one of the optimization techniques 

and a kind of evolutionary computation technique. The method has 

been found to be robust in solving problems featuring nonlinearity 

and non differentiability, multiple optima, and high dimensionality 

through adaptation, which is derived from the social-psychological 

theory [15]. The technique is derived from research on swarm such 

as fish schooling and bird flocking. According to the research 

results for a flock of birds, birds find food by flocking (not by each 

individual). The observation leads the assumption that every 

information is shared inside flocking. Moreover, according to 

observation of  behavior of human groups, behavior of each 

individual (agent) is also based on behavior patterns authorized by 

the groups such as customs and other behavior patterns according 

to the experiences by each individual. The assumption is a basic  

concept of PSO [16]. In the PSO algorithm, instead of using 

M(q)= 
𝑚11 𝑚12

𝑚12 𝑚11
  

𝑤 = [𝑤𝑟  𝑤𝑙 ] , τ=[τ𝑣  τ𝑤 ] 

 

m=𝑚𝑐 +2𝑚𝑤  

 

I=𝑚𝑐𝑎
2+2𝑚𝑤𝑏2+𝐼𝑐+2𝐼𝑚  

 

𝑚11 = 0.25𝑏−2𝑟2(m𝑏2+I)+𝐼𝑤     

 

𝑚12 = 0.25𝑏−2𝑟2(m𝑏2-I) 

 

C(q,𝑞 )= 0 𝑐𝜃 

−𝑐𝜃 0
  

 

[𝑉 𝑊 ]=-𝑀−1(q)D[𝑉 𝑊]𝑇 +𝑀−1(q)(-C(q,𝑞 ) [𝑉 𝑊]𝑇 +[𝜏𝑟 , 𝜏𝑙]
𝑇) 
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evolutionary operators such as mutation and crossover, to 

manipulate algorithms, for a d-variables optimization problem, a 

flock of particles are put into the d-dimensional  search space with 

randomly chosen velocities and positions knowing their best 

values so far (Pbest) and the position in the d-dimensional space. 

The velocity of each particle, adjusted according to its own flying 

experience and the other particle‟s flying experience. For example, 

the 𝑖𝑡𝑕  particle is represented  as 𝑥𝑖 =  𝑥𝑖,1, 𝑥𝑖,2 , … , 𝑥𝑖,𝑑  in the d-

dimensional space. The best previous position of the i th particle is 

recorded and represented as: 

𝑃𝑏𝑒𝑠𝑡𝑖 = (𝑃𝑏𝑒𝑠𝑡𝑖,1, 𝑃𝑏𝑒𝑠𝑡𝑖,2 , … , 𝑃𝑏𝑒𝑠𝑡𝑖,𝑑) 

The index of best particle among all of the particles in the 

group is 𝑔𝑏𝑒𝑠𝑡𝑑 . The velocity for particle i is represented as 

𝑣𝑖 = (𝑣𝑖,1, 𝑣𝑖,2 , … , 𝑣𝑖,𝑑)  The modified velocity and position of 

each particle can be calculated using the current velocity and the 

distance from 𝑃𝑏𝑒𝑠𝑡𝑖,𝑑  to 𝑔𝑏𝑒𝑠𝑡𝑖,𝑑  as shown in the following 

formulas[15]: 

 

𝑣𝑖,𝑚
𝑡+1 = 𝑤. 𝑣𝑖,𝑚

𝑡 + 𝑐1 ∗ 𝑅𝑎𝑛𝑑   ∗  𝑝𝑏𝑒𝑠𝑡𝑖,𝑚 − 𝑥𝑖,𝑚
 𝑡 

 + 𝑐2 ∗

                    𝑟𝑎𝑛𝑑   ∗ (𝑔𝑏𝑒𝑠𝑡𝑚−)                                 (18)                                                   

 

𝑥𝑖,𝑚
(𝑡+1)

= 𝑥𝑖,𝑚
(𝑡)

+ 𝑣𝑖 ,𝑚
(𝑡+1)

                                           (19)                                                   

𝑖 = 1,2, … , 𝑛   ;    𝑚 = 1,2, … , 𝑑                                            

where  

𝑛                          Number of particles in the group.  

𝑑                          Dimension.  

𝑡                           Pointer of iteration (generations). 

𝑣𝑖 ,𝑚
(𝑡)

      Velocity of particle 𝑖 at iteration t                                                                                                         

                                    𝑣𝑑
𝑚𝑖𝑛 ≤ 𝑣𝑖,𝑑

(𝑡)
≤ 𝑣𝑑

𝑚𝑎𝑥 .        

𝑤                        Inertia weight factor.  

𝑐1, 𝑐2                  Acceleration constant.  

Rand(),rand()     Random number between 0 and 1. 

𝑥𝑖,𝑑
(𝑡)

                     Current position of particle I at iterations. 

𝑃𝑏𝑒𝑠𝑡𝑖                 Best previous position of the ith particle. 

𝑔𝑏𝑒𝑠𝑡                 Best particle among all the particle in the   

                            Population.  

 

4.  IMPLEMENTATION OF PSO-PID 

CONTROLLER 

4.1  Fitness Function Unit 

 In PID controller design methods, the most common performance 

criteria are integrated absolute error (IAE), the integrated of time 

weight square error (ITSE), integrated of squared error (ISE) and 

Mean Square Error (MSE) [17, 18]. These four integral 

performance criteria have their own advantages and disadvantages. 

For example, disadvantage of the  IAE  and  ISE criteria is that its 

minimization can result in a response with relatively small 

overshoot but a long settling time because the ISE performance 

criterion weights all errors equally independent of time. Although 

the ITSE performance criterion can overcome the disadvantage of 

the  ISE  criterion, the derivation processes of the analytical 

formula are complex and time-consuming [18]. The  IAE ,  ISE , 

ITSE , and MSE  performance  criterion formulas are as follows: 

a) Integral of Absolute Magnitude of the Error (IAE) 

𝐼𝐴𝐸𝑇𝑜𝑡𝑎𝑙 = (  𝑒𝜃  𝑑𝑡)
∞

0
+ (  𝑒𝑣 𝑑𝑡)

∞

0
                            (20) 

                                                                  

b) Integral of the Square of the Error (ISE) 

     𝐼𝑆𝐸𝑇𝑜𝑡𝑎𝑙 = (  𝑒𝑣 𝑡  
2𝑑𝑡)

∞

0
+ ( [𝑒𝜃(𝑡)]2𝑑𝑡)

∞

0
           (21)     

                                                              

c) Integral of Time multiplied by Absolute Error  (ITAE)        

𝐼𝑇𝐴𝐸𝑡𝑜𝑡𝑎𝑙 = ( 𝑡|𝑒𝜃(𝑡)|𝑑𝑡) + ( 𝑡|𝑒𝑣 𝑡 |𝑑𝑡)  
∞

0

∞

0
           (22)  

                                                               

d) Mean Square Error (MSE) 

𝑀𝑆𝐸𝑡𝑜𝑡𝑎𝑙 =  
1

𝑛
  𝑒𝜃 𝑘  

2𝑛
𝑘=1  +  

1

𝑛
  𝑒𝑣 𝑘  

2𝑛
𝑘=1         (23)                                                                                               

n: represents number of samples, k: sample time.  

In this paper a time domain criterion is used for evaluating the PID 

controller [15]. A set of good control parameters P,I and D can 

yield a good step response that will result in performance criteria 

minimization in time domain. In this paper we‟ll use Equation ( 

23) as  a fitness function. 

3.2 Proposed PSO-PID Controller 

In this paper the PSO algorithm is used to  find the optimal 

parameters for  two PID controllers for the  control of velocity and 

azimuth of mobile robot . Figure 2 shows the block diagram of 

optimal PID controller  for  the mobile robot. 

In the proposed PSO method each particle contains six  

members 𝑃1, 𝐼1 and 𝐷1 (parameters of  velocity controller), 𝑃2 , 𝐼2 

and 𝐷2 (parameters of azimuth controller). The search space has 

six dimension and particles must „fly‟ in six dimensional space. 

The flowchart of PSO-PID controller is shown in     Figure 3. 

 

 

 

  

v 

Ref. 

 

θ 

Ref. 

 

                  

Figure 2: Optimal PID controller 
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Figure 3: Flowchart of the PSO-PID Control System 

   Table 1: The physical parameters of mobile robot 

Parameter Value Unit 

R 0.15 M 

B 0.75 M 

A 0.3 M 

𝑚𝑐  30 Kg 

𝑚𝑤  1 Kg 

𝐼𝑐  15.625 Kg. 𝑚2 

𝐼𝑤  0.005 Kg. 𝑚2 

𝐼𝑚  0,0025 Kg. 𝑚2 

𝑑11  10 _ 

𝑑22  10 _ 

C 0.135 _ 

       

5.  SIMULATION AND RESULTS 

In order to build the mobile robot given by Equation (17) , the 

values of  physical parameters shown in Table 1  are used [13]. 

By several experiment , the following PSO parameters are used to 

obtain the optimal  performance of  the controller : 

Wmax=0.9 , Wmin=0.4; 𝑐1 = 𝑐2 = 1.2 ; 

By doing several experiment  using  different values for 

population size and number of iterations .The following values for 

them are considered to be acceptable. 

Population size=30;  

 Number of iteration =40.      

The result obtained in 40 iterations as  shown in Table 2:  

Table2:Parameters of  PID controllers optimized by PSO 

𝑃1 𝐼1 𝐷1 𝑃2 𝐼2 𝐷2 

214.3 533.3 257 357.9 403.7 176 

 

These values are considered as parameters of the two optimal 

PID controllers that  give the lowest MSE.  The system   is tested  

for three different cases  as follows : 

1) The desired circular trajectory given by a reference velocity 

𝑣𝑑  of 1 [meter/sec] and a reference azimuth 𝜃𝑑  given as : 

𝜃𝑑  =[(2 ∗ 𝜋)/𝑚 × 𝑓(𝑡)[𝑟𝑎𝑑] 

where 𝑚 (slop) = 0.1592, 𝑓 𝑡 = 𝑡, 0 ≤ 𝑡 ≤ 7 

Figure 4 shows  the velocity error, Figure 5 shows the azimuth 

error, Figure 6 shows the actual and desired path for circular 

trajectory . The MSE= 0.000095. 

 

Figure 4: The error in velocity 

 

 

Figure 5: The error in azimuth 
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Figure 6: circular trajectory tracking using PSO-PID 

controller 

 

2) To follow a desired  square  trajectory. 

  Figure 7 shows the desired and actual square trajectory 

Figure 8 shows the error in azimuth and Figure 9  shows  the error 

in velocity . The MSE= 0.00055 

 

 

Figure 7: square trajectory tracking using PSO-PID 

controllers 

 

Figure 8: The error in velocity 

 

Figure 9: The error in azimuth 

3) To follow a desired  sine  trajectory. 

Figure 10 shows the desired and actual sine trajectory Figure 11 

shows the error in azimuth and Figure 12  shows  the error in 

velocity . The MSE= 0.000085.                                              Table 

3  shows the values of MSE in all cases. 

 

Table 3: MSE for different trajectories 

Trajectory Circular Square Sine 

MSE 0.000095 0.00055 0.000085 

 

 

Figure10: Sine trajectory tracking using PSO-PID 

controllers 

 

Figure 11 : Error in azimuth for sine trajectory tracing  

 

Figure 12: Error in velocity for sine trajectory tracking 

6.  CONCLUSION 

PSO-PID controller is built and implemented in matlab / simulink 

software package and it is succeeded  to solve  the trajectory 

tracking problem in mobile robot . The Particle  Swarm 

Optimization method is utilized to tune/optimize the parameters of 

PID controller and its gives us a good results in short time 

relatively with other optimization methods. Simulation results 

show good tracking performance with small  Mean square error. 

The resulting  good tracking capability and  small MSE values 

show  that  the proposed method is more effective than other  

methods such as Ziegler-Nichols method and  genetic algorithm 

approach.   
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