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ABSTRACT 
Image segmentation plays a preliminary and indispensable 
step in medical image processing. Magnetic resonance (MR) 
segmentation used for brain tissues extraction white matter 

(WM), gray matter (GM) and cerebrospinal fluids (CSF). 
These tissues help in many medical image segmentation 
applications such as radiotherapy planning, clinical diagnosis, 
treatment planning and Alzheimer disease.  This paper 
presents a novel manipulation or utilization of Fuzzy C- 
Means (FCM) Clustering by using wavelet Decomposition for 
feature extraction and feature vector treat as input to FCM. 
This algorithm is called Wavelet Fuzzy C- means (WFCM), 

the algorithm results are compared with standard FCM and 
Kernelized Fuzzy C- Means (KFCM). The performance of the 
proposed segmentation algorithm provides satisfactory results 
compared with the other two algorithms.  
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1. INTRODUCTION 
Image analysis is one of the most significant key steps in 
medical image segmentation and computer vision. Medical 
image segmentation results affect significantly on medical 
image analysis. Medical image segmentation is an essential 
step in many medical image applications such as radiotherapy 

planning, clinical diagnosis and treatment planning[1, 2], 
quantification of tissue volumes, localization of pathology , 
study of anatomical structure, partial volume correction of 
functional imaging data, and computer integrated surgery [3]. 
It’s a challenging and an unsolved problem. Image 
segmentation dividing an image into regions with 
homogenous properties such as gray level, color, texture, 
brightness, and contrast, or combines all this information[1, 2, 
4]. 

The rest of the paper is organized as follows. Section 2 Literal 
review of medical image segmentation, section 3 presents a 
brief review of the research in Fuzzy C-means (FCM), in 
Sections 4,a brief review of the research in Kernelized Fuzzy 
C-means (KFCM) is presented, the presented model of 
medical image segmentation is described in detail in section 5. 
The experimental results and discussions are provided in 
Section 6. Finally, the conclusions are summed up in Section 

7. 

 

 

2. LITERAL REVIEW 
An automatic MR images segmentation is a difficult mission. 
Because of MR images have difficult natural, also have no 
linear features. MR image segmentation performance is 

affected by many issues as Partial Volume Effects (PVE) 
which means a pixel contains more than one tissue, this leads 
to misclassification as a result of blurred boundary between 
tissues, Intensity Non-Uniformity (INU) means that the 
artifact intensities of the same tissue are not constant over the 
image spatial domain, and geometric deformations[3, 4]. 
There are different classifications of medical image 
segmentation techniques. There are no standard classifications 

of techniques. The most commonly used segmentation 
techniques can be classified into two broad categories, region-
based segmentation techniques that look for regions satisfying 
a given homogeneity criterion, and Edge-based segmentation 
techniques that look for edges between regions with different 
characteristics [3]. Region-based techniques depend on 
partitioning an image into regions according to common 
image properties, these properties can be intensity values, a 

texture pattern, a gradient, a colour, brightness, geometric 
properties and homogeneity properties, based on similarity 
criterion[5]. Region-based techniques divide into Split and 
Merge, and Region Growing [6, 7]. Split and Merge based on 
quad quadrant tree representation, the Split process will be 
repeated until each region contains only homogeneous pixels 
[5, 7], this lacks of sensitivity to image semantics[8]. Region 
Growing depends on bottom up technique, it starts with n 

pixels as seeds, each seed is treated as a region, and then 
region grows by adding its neighbour pixels with similar 
properties. Its drawbacks are: difficulty to detect edges, its 
seed pixels generally require manual input for each region to 
be segmented, and being affected by partial volume leads to 
holes or disconnection [9, 10] . Edge-based Segmentation 
depends on applying gradient operator edges in the image, so 
its algorithms have two main steps: edge detection and edge 
linking. [7, 11-13]. Level Set Method is a counter evolution 

method which is based on the shape of the contour and driven 
force field [14-17], it is able to handle the topological change 
of the regions; but it cannot maintain information of shape. 
Deformable models idea depends on a boundary of an object 
such as a parameter for a curve or a surface. A good detection 
of an object contour is achieved on using a suitable 
initialization.  Deformable model techniques are robust to 
noise, but they are requiring initialization of a contour that is 

close to object boundary, which helps to detect true boundary, 
also it is hard to handle a deformable model as well [18-20]. 

Clustering is one of the most usable or utilizable techniques in 
MRI segmentation, where it classifies pixels into classes, 
without knowing previous information or training. It classifies 
pixels with highest probability into the same class. It may find 
unclassified pixels which do not belong to any class 
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probability. Clustering techniques training is done by using 
pixel features with properties of each class [21-23]. This paper 
will present a brief review of Fuzzy C-means (FCM) and 
Kernelized Fuzzy C- means (KFCM), as an example of 
clustering algorithm. 

Characteristics of Wavelet Transforms (WT) families share 
properties of their basis functions, primarily the finite support 
in both the frequency and original domains, and the 
scalability. Wavelet families include Haar, Daubechies, 
Symlets,Coiflets, Biorthogonal , and Reverse biorthogonal 
,whereas in this paper Daubechies family is rather used. This 
family is one of the most used wavelet families in image and 
signal processing applications such as compression, 

denoising, classification, and segmentation[8]. 

3. VERSION OF FCM 
Fuzzy C- means technique is one of the unsupervised 
clustering techniques used in image segmentation, its idea 
depends on clustering data into two or more classes only by 

known number of classes that image will cluster to it. FCM 
was first demonstrated by Dunn in 1973 [24] then improved 
by Bezdek [25] as shown in the  following equations : 
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where X = (x1, x2,. . .xj,. . .xn) is a data matrix with the size 
of p×n, p representing the dimension of each xj “feature” 
vector, and n represents the number of feature vectors, and vi 
is the fuzzy cluster centroid of the ith cluster. Using the 
Euclidean norm, the distance metric d measures the similarity 
of a feature vector xj and a cluster centroid vi in the feature 

space. The objective function is minimized when data points 
close to the centroid of their clusters are assigned high 
membership values, and low membership values are assigned 
to data points far from the centroid. Letting the first 
derivatives of Jm with respect to μ and v equal to zero yields 
the two necessary conditions for minimizing Jm as follows: 
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But it has two main drawbacks: 1) it depends on pixel (voxel) 
intensity of an image but intensity is not trusted in noisy 
image, 2) the objective function deals with pixels 
independently and doesn’t care about their neighbourhood. 
Although there are many adopted researches to make FCM 
algorithm more robust [26]. Most (medications) modifications  
in FCM are done in the objective function shown in equation 

(1) as in Robust Fuzzy C-means (RFCM) by Pham 2001 [27], 
this algorithm changes the objective function of standard 
FCM by including penalty term . and control by parameter q. 
Bias Corrected Fuzzy C- Means (BCFCM) by Ahmed et al  
2002[28] modified the objective function of standard FCM by 
using intensity of pixels neighbourhood regularization to 
solve inhomogeneous intensity. This algorithm open new 
means to change in FCM algorithm but yet this algorithm 

consumes a lot of time in segmenting images. Adaptive 
Spatial Fuzzy C- means (ASFCM) algorithm by Liew and 
Yan 2003 [29] uses local spatial constraint. Its idea depends 
on the dissimilarity of local influence of neighbouring pixels 
such that center pixels on the window is eliminated or 

smoothed by using membership and cluster centroid 
computation. Chuang et al 2006 proposed Spatial Fuzzy C- 
means (SFCM) that make modification of standard FCM 
algorithm by using spatial information in the membership 
function. The membership function of the neighbours centered 
on a pixel in the spatial domain is enumerated to obtain the 
cluster statistics. This statistic is used as a weighing function 
and using it in the membership function. But This algorithm 

lacks noise and outliers, and its processing time depends on 

image size. (and) Its variable   used in the objective function 
is selected by experience [6]. Cai et al 2007 proposed Fast 
Generalized Fuzzy C- Means (FGFCM) to overcome 

drawbacks in Chuang et al algorithm by using local spatial 
and gray information in a new parameter Sij similarity 
measure for both noise which is an elimination and detail-

preserving for an image, empirically adjusting parameter . 

The segmenting time of an image depends on the number of 
the gray-levels [30]. Wang et al 2008 proposed that the 
Modified Fuzzy C- Means (MFCM) algorithm. It changes 
original FCM by using both local and non-local information, 
and using a dissimilarity index instead of the usual distance 
metric. However this algorithm has some limitation as it 
consumes a lot of computation time , and is limited  in large 
3D volume data [31].  

Sikka et al 2009 presented an algorithm which consists of 
many steps. First they used entropy driven homomorphic 
filtering technique which is (has been) employed in this work 
to remove the bias field. The initial cluster centers used by the 
proposed algorithm called histogram-based local peak merger 

using an adaptive window. In Yong's and Chongxun's  
presented Modified Fuzzy C-mean, an neighbourhood pixel 
considerations are applied after that the proposed technique. It 
removes small pixel level noise, which results from 
misclassified pixels after using the MFCM [32].  Xiao et al 
2010 proposed an algorithm by using Gaussian method for 
smoothing, and homogenizing clustering result and reducing 
noise. The algorithm uses a weighted clustering scheme that 

was applied to a Gaussian smoothed image using 
bootstrapping approach of feature weighting.  This algorithm 
was  called Weighted Gaussian FCM (WGFCM) [1].  Xuan et 
al 2011 proposed Modified Fast Fuzzy C- Means (MFFCM), a 
method for determining the initial values of the centroids. 
Then, an adaptive method to incorporate the local spatial is 
continuity used to overcome the noise effectively and prevent 
the edge from blurring. The intensity inhomogeneity is 

estimated by a linear combination of a set of basic functions. 
A regularization term is added to reduce the iteration steps 
and accelerate the algorithm. The weights of the 
regularization terms are all automatically computed to avoid 
the manually tuned parameter [1].  

4. VERSION OF KFCM 
There are many versions and modifications of Fuzzy C- 
means; one of the most used methods is the Kernel method. 
The standard FCM algorithm used Euclidean distance 
measurement, this measure had good results in noise-free data 
but usually fail in noisy data. In order to overcome this 
problem some researchers used Kernel methods [1, 33]. The 
Kernel method idea depends on converting low dimensional 
input space into a higher dimensional feature space through 

some nonlinear mapping, which helps to overcome a complex 
linear problems in the low dimensional space [33]. The Kernel 
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function's replaced the inner product in the original space, that  
mapped the space into higher dimensional feature space [34]. 
So, this leads to modifying the objective function on standard 
FCM. KFCM methods consist of inducing a class of robust 
non-Euclidean distance measures for the original data space to 

derive new objective functions and thus clustering the non-
Euclidean structures in data, enhancing robustness of the 
original clustering algorithms to noise and outliers, and still 
retaining computational simplicity [35].  The modification on 
Kernel Fuzzy C- means method is made on the objective 
function of standard FCM by replacing Euclidean distance  
with  Kernel induced distance is called the Kernelized Fuzzy 
C-means (KFCM) algorithm [34-39].  The three main types of 

kernel functions are shown in equations (5, 6 and7): 

Gaussian Radial Basis Function (GRBF) Kernel 

                  

                (5) 

Polynomial Kernel 

dyxyxK )),(1(),(                               (6) 

Sigmoid Kernel  

)),((tan),(   yxhyxK               (7) 

Where  ,,,d are adjustable parameters for Kernel 

functions. Kernalized Fuzzy C- means by using GRBF Kernel 

functions are shown in the following equations.  

The objective KFCM function is shown in equation (8) 

       

                           (8) 

Fuzzy membership function is obtained by equation (9) 

 

           (9) 

The cluster center can be obtained from equation (10) 

 

               

(10) 

 

There are many modifications on KFCM methods as Zhang 
and Chen 2004  [34, 35] proposed new versions of Ahmed et 

al algorithm by adding some modifications and named it 
KFCM_S1, KFCM_S2 respectively that used the extra mean-
filtered image and median-filtered image, respectively, which 
can reduce computation time and also using kernel 
measurement distance instead of Euclidean distance. But still 
this algorithm has main (major) drawbacks as the final 
segmentation results are heavily affected by initial parameter 
values. Yang and Tsai 2010 [40] proposed Gaussian Kernel-

based Fuzzy C-means algorithm (GKFCM) with a spatial bias 
correction. It is considered as a generalized type of FCM, 

BCFCM, KFCM_S1 and KFCM_S2 algorithms, GKFCM can 
automatically learn the parameters by the prototype-driven 
learning scheme. Kannan et al 2010 [36] proposed Effective 
Kernelized Fuzzy C- Means (EKFCM) with weighted bias 
field Information. Its idea depends on Kernel function and 

weighted bias field estimation by using center initialization 
algorithm. 

5. PROPOSED METHOD 
In this paper, we propose an efficient method to segment the 
MRI brain images. Two major stages are involved in the 
proposed methodology: feature extraction and clustering. 
Feature extraction process is performed by using multilevel 
2D wavelet decomposition features. The wavelet 
decomposition outputs are low pass (approximation 

component) and high pass (detailed components) that 
horizontal, vertical, diagonal. To obtain the wavelet features, 
here Daubechies-4(DAUB4) wavelet is applied to the image 
and performed a two level wavelet transform.  Feature 
extraction from wavelet decomposition is given to Fuzzy C- 
Means, FCM applied on the feature vector obtained from 
previous step for clustering. The output image will be 
segmented into three classes (WM, GM, and CSF) which they 
are the brain tissue. 

 

.  

6. DATASET DESCRIPTION 
The proposed Wavelet Fuzzy C- Means (WFCM) algorithm is 
implemented in Matlab (2010b), and tested on two MRI 
databases: (1) simulated MRI brain images obtained from 
BrainWeb and (2) real brain images collected by the Internet 
Brain Segmentation Repository (IBSR).  

6.1 BrainWeb Database 
The BrainWeb images are simulated MR images generated by 
the BrainWeb simulator with different level of noise 0%, 1%, 
3%, 5%, 7%, 9%, and with different level of INU 0%, 20%, 
40%. These images are obtained from BrainWeb Database at 
the McConnell Brain Imaging Centre of the Montreal 
Neurological Institute, McGill University[41] .  The used data 
are T1-weighted, with slice thickness 1mm, and volume size 
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Fig. 1: Diagram of proposed method 
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217 ×181 × 181 images, an example of images is shown in 
Fig.2 (a and b).  

 
6.2 IBSR database 
IBSR database is real MRI images collected by Internet Brain 
Segmentation Repository(IBSR) operated by CMA at MGH, 
this paper used 20 normal T1-weighted data sets with 1.5 T, 

256 × 256 section dimension, 60–65 coronal slice, with slice 
thickness 3mm These datasets contain varying levels of 
difficulty, with the worst scans consisting of low-contrast and 
large spatial inhomogeneity [42] . An example of IBSR 
images as shown in Fig. 3(a, b).  

  

6.3 Measuring Segmentation Performance 
The quantitative evaluation of the segmentation performance 
in this paper is measured by the similarity index between 
ground truth and segmentation result as shown in equations 
(11 and12). 
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Where 
)(.2 kV gp is the number of classified pixels in class k 

with two images (a segmented image and a ground truth). 
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6.4 Parameters Tuning 
There are many conditions used in algorithms testing as 
shown in table 1. 

 

 

Table1: experimental Parameters  

Algorith

m Expon

ent  

Maximum 

number for 

clustering 

iteration  

Condition  

FCM  2  10000  1e-5.  

KFCM  2  10000  center_old≤ 

center_new  

WFCM  2  10000  1e-5.  

 

7. EXPERIMENTAL RESULTS  
In BrainWeb database images from 217 ×181 × 1 to 217 ×181 

× 9 in ground truth images, the pixel values equals zero which 
it mean to ground truth images to compare results, so there is 
no segmentation test here, and it is same in slice number from 
155 to 181, so the experimental done from slice number 10 to 
slice number 154, and no changes were done to simulated 
image take image as it with no modification. applying the 
algorithms to simulated BrainWeb images as shown in Fig. 
3(a-c) shows results in image with INU =0% and different 

noise level, the results of proposed algorithm indicate a 
satisfying result even with increasing of noise level comparing 
to other algorithms. WFCM algorithm indicate stable state 
and better result in different tissues with different noise level, 
KFCM is more stable than FCM in different noise level in 
both  GM and WM, but in CSF FCM gives slightly better 
results. In Fig. 4(a-c) shown a compare performance of three 
algorithms with NU=20% and different level of noise, which 

indicate that the proposed algorithm still return satisfy results 
compare with other two algorithm, FCM is not stable with 
different level of noise not like KFCM and WFCM. Fig. 5 (a-
c) shows the results of images with INU =40% and a different 
noise level, the results indicate that the proposed algorithm 
start with satisfying result in low noise level up to high noise 
level. An example output image of proposed algorithm results 
is shown in Fig 6. The brain image in Fig. 6a is a slice of the 

simulated 3D volume with noise level 9, INU 40 % and slice 
number 78, the segmentation results of the proposed 
algorithm WM, GM, CSF are shown in Fig 6b-e, respectively. 

The performance of proposed algorithm comparing with other 

tow algorithm in IBSR database has been shown in Fig. 8(a, 
b). In WM tissue, WFCM algorithm result was quite good in 
some image and not good in other images comparing to other 
two algorithms. In GM tissue was satisfy results in most of 
images and near to two algorithm results in some images.  
Sample of segmented image using WFCM is shown in Fig 9. 
At all our algorithm returns satisfy results comparing to FCM 
and KFCM even with not satisfy results on WM tissue at 
IBSR database.  

 

 

 

 

 

 

 

 

Fig.3: T1-weighted real MRI image from IBSR:  

(a) slice no.# 23; (b) slice no. # 33 
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Fig. 2: (a) T1 simulated brainweb image slice no. # 20       

(b) T1 simulated brainweb image slice no. # 100 
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Figure 3: Validation results for different noise levels with 0% INU: (a) white matter; (b) gray matter; (c) 

cerebrospinal fluid 

Fig. 4: Validation results for different noise levels with 20% INU:  (a) white matter; (b) gray matter; (c) 

cerebrospinal fluid 
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Figure 5: Validation results for different noise levels with 40% INU: (a) white matter; (b) gray 

matter; (c) cerebrospinal fluid 

(c) 

(a) (b) 

(d) 

Figure 6: Segmentation results of the simulated images with proposed algorithm: (a) original image 

(b) segmented images (c) White Matter (d) Gray Matter (e) CSF 

(a) (b) (c) 

(e) 
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8. CONCLUSION 
This paper presents a robust and efficient approach for (the) 
image segmentation of noisy medical images. The proposed 
approach makes use of wavelet (DUB4) with Fuzzy C-Means 
clustering with for the segmentation of noisy medical images. 
The presented approach has been found robust against various 

noise levels The experimentation with synthetic BrainWeb 
images and real images IBSR images have demonstrated the 
efficiency and robustness of the proposed approach in 
segmenting noisy medical (MRI) as well as real images as 
compared to the existing approach. For future works, There 
are several ways to improve the overall segmentation 
performance, as preprocessing step for denoising MR images 
or instead of using conventional FCM with another version of 
FCM.  
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