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ABSTRACT 
In this article, a novel methodology of text independent 

speaker recognition associated with emotional features is 

proposed. MFCC and LPC features are considered for speaker 

voice feature extraction. The speaker data is classified using 

generalized gamma distribution. The experiment is conducted 

on the emotional speech data base, containing 50 speakers 

with 5 different emotions namely happy, angry, sad, boredom 

and neutral. This approach is very much useful in costumer 

care and call centre applications. The accuracy of the 

developed model is presented using Confusion matrix.  The 

results show that there is a great influence of the emotion 

state, while identifying the speaker. 
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1. INTRODUCTION 
 With the recent  developments in technology, communication 

across the globe became easier and the communication can be 

established within few seconds, since most of the 

communication channels are public, the voice data 

transmission may not be authenticated ,it is nessecery to safe 

guard this voice data. The first step in this approach is to 

identify the speaker most efficiently using voice features of 

the speaker. To identify the features cepstral coefficients 

MFCC, LPC are considered. The main advantage of MFCC is, 

it tries to identify the features in the presence of noise. LPCs 

are mostly preferred to extract the features in low acoustics,   

LPC and MFCC [1] coefficients are used to extract the 

features from the given speech. 

In some specific situations, such as remote medical treatment, 

call center applications, it is very much necessary to identify 

the speaker along with his/her emotion. Hence in this paper a 

methodology of text independent speaker identification 

associated with the speaker emotions, the various emotions 

consider are happy, angry, sad, boredom and neutral. Lot of 

research is projected to recognize the emotional states of the 

speaker using various models such as GMM, HMM, SVM, 

neural networks [2][3][4][5].  Very little work, except the 

works of Sudhir[6], Maris Vasile Ghiurcau et al [7] have been 

reported in literature for text-independent recognition 

associated with emotional features. In this paper we have 

consider a emotional data base with 50 speakers of both 

genders is considered .The data is trained and for 

classification of the speakers emotions generalized gamma 

distribution is utilized .The parameters are updated using E-M 

algorithm. The data is tested with different emotions .The rest 

of the paper is organized as follows. In section-2 of the paper 

deals with feature extraction, .section-3 of the paper 

generalized gamma distribution is presented.section-4 of the 

paper deals with estimation of the model parameter using E-M 

algorithm.section-5 of the paper deals with the 

experimentation and results. 

2. FEATURE EXTRACTION 
In order to have an effective recognition system, the features 

are to be extracted efficiently. In order to achieve this, we 

convert these speech signals and model it by using Gamma 

mixture model. Every speech signal varies gradually in slow 

phase and its features are fairly constant .In order to identify 

the features, long speech duration is to be considered. 

Features like MFCC and LPCs are most commonly used, The 

main advantage of MFCC is, it tries to identify the features in 

the presence of noise, and LPCs are mostly preferred to 

extract the features in low acoustics,   LPC and 

MFCC[8]coefficients are used to extract the features from the 

given speech. 

 

3. GENERALIZED GAMMA MIXTURE 

MODEL 
Today most of the research in speech processing is carried out 

by using Gaussian mixture model, but the main disadvantage 

with GMM is that it relies exclusively on the the 

approximation and low in convergence, and also if  GMM is 

used the speech and the noise coefficients differ in magnitude 

[9]. To have a more accurate feature extraction maximum 

posterior estimation models are to be considered [10].Hence 

in this paper generalized gamma distribution is utilized for 

classifying the speech signal. Generalized gamma distribution 

represents the sum of n-exponential distributed random 

variables both the shape and scale parameters have non-

negative integer values [11]. Generalized gamma distribution 

is defined in terms of scale and shape parameters [12]. The 

generalized gamma mixture is given by 

 

 (1) 

 

Where k and c are the shape parameters, a is the location 

parameter, b is the scale parameter and gamma is the 
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complete gamma function [13]. The shape and scale 

parameters of the generalized gamma distribution help to 

classify the speech signal and identify the speaker accurately. 

 

4.  ESTIMATION OF THE MODEL 

PARAMETERS THROUGH 

EXPECTATION-MAXIMIZATION 

ALGORITHM 
For effective speaker identification model it is mandatory to 

estimate the parameters of the speaker model effectively. For 

estimating the parameters EM Algorithm is used which 

maximizes the likely hood function of the model for a 

sequence  ,  

Let be the training vectors 

drawn from a speaker’s speech and are characterized by the 

probability density function of the Generalized Gamma 

Distribution as given in equation-1, the updated eqns for the 

shape parameters are given by 

 

 (2) 

 

 

 (3) 

 

 

The updated equation for the scale parameters is given by 

 

  

 (4) 

Using the equations (2) to (4) we model the parameters of the 

Generalized Gamma distribution. 

 5. EXPERIMENTATION AND RESULTS 

The emotion speech data base is considered with different 

emotions such as happy, angry, sad, boredom and neutral. The 

data base is generated from the voice samples of both the 

genders .50 samples have been recorded using text dependent 

data; we have considered only a short sentence. The data is 

trained by extracting the voice features MFCC and LPC. The 

data is recorded with sampling rate of 16 kHz. The signals 

were divided into 256 frames with an overlap of 128 frames 

and the MFCC and LPC for each frame is computed .In order 

to classify the emotions and to appropriately identify the 

speaker generalized gamma distribution is considered .The 

experimentation has been conducted on the database, by 

considering 10 emotions per training and 5 emotions for 

testing .we have repeated the experimentation and above 90% 

over all recognition rate is achieved. The experimentation is 

conducted by changing deferent emotions and testing the data 

with a speaker’s voice . 

In all the cases the recognition rate is above 90%.The 

following graph –I, shows performance of emotion 

recognition of all the emotions considered, table-I shows how 

right emotions give right results observing diagonal elements 

of confusion matrix.

                 

                            Graph-I     Bar Chart Of Emotionsrecognition Considering Mfcc-Lpc 
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Table-I     Confusion Matrix Of Considering Mfcc-Lpc 

 

Emotions 

                       Emotion Recognition Rate (%) 

Angry Happy Boredom Neutral Sad 

Angry 91.3 0 9.2 9.2 7.2 

Happy 0 88.2 6.5 7.6 0 

Boredom 7 0 91.5 12.1 8.5 

Neutral 6 0 12.6 90.4 6.5 

Sad 5.3 0 11.5 8.2 92.9 

 

6. CONCLUSIONS 
In this paper a novel frame work for text independent speaker 

identification with MFCC and LPC together with emotion 

recognition is presented .this work is very much useful in 

applications such as speaker identification associated with 

emotional coefficients .It is used in practical situations such as 

call centers and telemedicine. In this paper generalized 

gamma distribution is considered for classification and over 

all recognition rate of above 90% is achieved. 
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