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ABSTRACT 

In this paper, two computer approaches is proposed for 

recognition of retina layers on optical coherence tomography 

(OCT) images. OCT uses the optical backscattering of light to 

scan the eye and describe a pixel representation of the 

anatomic layers within the retina.  Our approaches is based on 

co-occurrence matrix for feature extraction and a neural 

network and a supervised learning method for classification, 

which four features of this matrix have been selected as a 

feature vector by support vector machine (SVM) and 

multilayer perceptron (MLP) have been used for classifying 

retina layers.  Achieved results of combined these methods in 

the best state was 96.6% precision by MLP and 98.6% by 

SVM method. These results show that apply these methods on 

OCT images discriminate retina layers with efficient 

accuracy. Since, recognition of retina layers is important for 

automatic analyzing of OCT images, therefore our proposed 

methods can be very useful. 
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1. INTRODUCTION 
Optical coherence tomography is a powerful tool for 

ophthalmic imaging and can be used to visualize the retinal 

cell layers to detect and monitor a variety of retinal diseases. 

Cross-sectional images of retina are created by OCT. The 

retina layers will be visible as linear bright and dark bands 

using of A-scans in the OCT images. The retina layers with 

axial structures, like bipolar cells and photoreceptors, have 

lower backscatter than nerve fiber and plexiform layers 

which are in linear structures (Fig 1). 

In these images, regular spatial repetition of gray level 

patterns is usually referred to as texture. Since, calculating 

the thickness of retina layers allows to determine the 

thickness of the whole retina that it will be very efficient for 

diagnosis of retina pathologies, in this work, two main retina 

layers (Fig2) are considered: the inner retina (IR), enclosing 

retinal nerve fiber layer, inner ganglion cells and inner 

plexiform layer, and the outer retina (OR), including outer 

plexiform and photo-receptor layers (thicker in fovea). In 

fact, they represent the most important features in clinical 

applications [1].  

 The OCT images are similar to ultrasound images and many 

their methods are based on these previous experiments. In a 

previous work [2], retinal layers were segmented by a 

multistep edge detection computer system, based on dynamic 

programming, and then they were described with texture 

analysis. 

The nature of speckle noise [3] makes the application of 2D 

isotropic filters problematic. On the other hand, simple 1D 

edge detectors are not a useful method for detecting coherent 

retinal boundaries [4]. Different removing noise, edge-

detection and filtering techniques were employed [5], [6]. 

Specifically, wavelet-based filtering that employs nonlinear 

thresholds [7], phase domain Processing approach [8], and 

anisotropic diffusion as improved in [9]. 

 

 
 

 

Fig 1: An OCT images with the labels for the retina layers 

Also feature detection is known to be a necessary tool in 

image processing. Features such as edges have to be classified 

in a stable way to enable edge preserving image removing 

noise [10] and robust segmentation of image bounded by 

edges [11].  Moreover, region classification is very efficient 

for identifying the retina layers, because it is not sensitive to 

retina changes that occur in some retina disease. 

For this reason, we decide analyze images in terms of texture 

features, is obviously region based. Therefore, a classical 

method has been selected for texture analysis. Descriptors of 

co-occurrence matrices of gray levels [12] have been then 

used for discriminating among two main retinal layers and the 
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background. But other different approaches were proposed for 

describing texture [13]. 

In a same work [1], characteristics of co-occurrence matrices 

of gray levels have been used for discriminating among main 

retinal layers that for inner retinal layers, accuracy was 79% 

precision, slightly lower values were obtained for outer retinal 

layers. 

 

                                                                                               

Fig  2:  A retinal OCT image with the labels indicating two 

main retinal layers 

But in our work, have been used the co-occurrence matrix for 

demarcating two main layers of retina that obtained best 

accuracy has been achieved 96.6 % level of precision. This 

paper is structured as follows: Sections 2 and 3 contain a 

description of optical coherence tomography and texture 

analysis. Details of the approaches used for these images 

analysis are described in section 4. Section 5 includes the 

analysis of experiments and the results. Finally conclusions 

come in section 6. 

2. OCT SYSTEM 
Optical coherence tomography (OCT) is an imaging modality 

analogous to ultrasound, but instead of using the difference in 

the flight times of acoustic waves (as in ultrasound), it uses 

light to achieve micrometer axial resolution.  OCT is used in 

many different biomedical applications, with retinal imaging 

being the most successful and the driving force behind much 

OCT development.  The axial resolution of OCT in retinal 

tissue is about 1-15 µm, which is 10 to 100 times better than 

ultrasound or MRI.  Although relatively new to 

ophthalmology, a commercial OCT system has already 

revolutionized the field, rapidly becoming an essential tool in 

the diagnosis and monitoring of human retinal disease [14].  

3. TEXTURE 
Texture is a result of local variations in brightness within one 

small region of an image. If the intensity values of an image 

are thought of as elevations, then texture is a measure of 

surface roughness [15].  

A large body of literature exists for texture analysis of 

ultrasound, magnetic resonance imaging (MRI), computed 

tomography (CT), fluorescence microscopy, light microscopy, 

and other digital images.  

 In this work, have been used a study to determine how 

performance dependence matrices technique for using in 

classify OCT images of different tissues. 

4. METHODS 

4.1 Feature Extraction 
A set of texture features were extracted from the OCT tissue 

images. This set of features was the  spatial gray-level 

dependency matrices (SGLDMs), or co-occurrence matrices 

[16]. 

A SGLDM is a spatial histogram of an image that quantifies 

the distribution of gray-scale values. SGLDMs were 

computed from the estimation of the second-order joint 

conditional probability density functions, sθ(i, j |d, θ).  Each sθ 

(i, j |d, θ) was the probability of a pixel with a gray-level value 

(i) being (d) pixels away from a pix-el of gray-level value (j) 

in the (θ) direct-ion. If the image contained Ng gray levels, 

then an Ng × Ng matrix, sθ (i, j |d, θ), was created for each 

direction (θ) for a given distance (d) [17]. In this study, the 

direction took on one value, θ = 0◦, and distance was fixed at 

1 pixel, so one SGLDMs were computed for each region. Four 

textural features were then used from each SGLDM including 

energy, correlation, homogeneity and inertia (also called 

contrast) for making feature vector. The SGLDM features for 

a particular angle are calculated as follows: 

Inertia: Returns a measure of the intensity contrast between a 

pixel and its neighbor over the whole image. The range of 

Inertia is between 0 and size (GLCM,1)-1) 2.  

The formula is: 
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Correlation: Returns a measure of how correlated a pixel is to 

its neighbor over the whole image. The range of correlation is 

between -1 and 1. Correlation is 1 or -1 for a perfectly 

positively or negatively correlated image. Its formula is: 
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Energy: Returns the sum of squared elements in the GLCM. 

Range = [0 1]. The formula is: 

   )3(|,

21

0

1

0











L

i

L

j

djisEnergy   

Homogeneity: Returns a value that measures the closeness of 

the distribution of elements in the GLCM to the GLCM 

diagonal and its range is between 0 and 1. The formula is: 
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4.2 Classification 
After feature extraction of images, a method has been used for 

classifying the pixels of images. Our proposed method is a 

neural network for classifying. This method employs four 

features of co-occurrence matrix as the feature vector.  

4.2.1 Multilayer Perceptron 
Multilayer perceptron (MLP) is a kind of supervised and most 

frequently neural networks. It consists of a network of nodes 

arranged in layers. A typical MLP network includes of various 

layers of processing nodes: an input layer that receives inputs, 

one or more hidden layers (depend on need of network), and 

an output layer which gets the classification results (Fig.3). 

Here, the main work is that when data are presented at the 

input layer, the network nodes perform calculations in the 

successive layers until an output value is obtained at each of 

the output nodes. This output should be able to indicate the 

appropriate class for the input data.  

 

 

 

 

 

 

 

                                                                        

 

                                                                        

                                                                        

                                                                                                                                                                                               

                                                     
              

                         

 

 

 

 

Fig 3: Architecture of a multilayer perceptron 

A node in MLP can be modeled as an artificial neuron (Fig.4), 

which computes the weighted sum of the inputs and passes 

this sum through the activation function.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4: A node of MLP  

 

Total process that has been done by a neuron is defined as 

follows: 

 

 
 

Where W denotes the vector of wi that is the connection 

weight between the input xi and the neuron, X is the vector of 

inputs xi, b is the bias and   is the activation function, and Y 

is the output. 

The MLP have been used in this study consists of three layers 

including an input layer, a hidden layer and an output layer 

that there are 4 neurons in input layer, 5 in hidden layer and 3 

neurons in output layer. This network has been trained with 

five different learning rate and 500 iterations. 

Here the MLP assigns a class membership to each pixel, 

based on its local texture features. For this reason, first OCT 

images are manually segmented by a technician. Our 

experiments have been done in two steps. In the first 

experiments ten images are used as a training set and other ten 

as a test set, and in the second experiments, training set 

contains fifteen images and other five images are used as test 

set. The results of second experiments are better than first 

experiments and best accuracy with this method is obtained 

96% precision [18]. The results have been shown in Tables 1 

and 2. 

 

Table 1. Results of first step with MLP method 

 Classify Method 

Multilayer percepteron 

learning rate Accuracy 

0.1 92.6667 % 

0.2 92.6667 % 
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0.3 93.3333 % 

0.4 93.6667 % 

0.5 91% 

 

Table 2. Results of second step with MLP method 

Classify Method 

Multilayer percepteron 

learning rate Accuracy 

0.1 96.6667 % 

0.2 94.6667 % 

0.3 91.3333 % 

0.4 88.6667 % 

0.5 88.6667 % 

4.2.2 Support Vector Machine 
Support vector machines (SVMs) are a set of related 

supervised learning methods used for classification and 

regression.  

The utilization of support vector machine (SVM)[19],  

classifiers has gained high popularity in the last years. SVMs 

have achieved excellent recognition results in various pattern 

recognition applications [20]. Also it has been shown to be 

comparable or even superior to the standard techniques like 

Bayesian classifiers or multilayer perceptrons [21]. SVMs are 

discriminative classifiers based on Vapnik’s structural risk 

minimization principle. 

Support Vector Machine (SVM) is primarily a classifier 

method that performs classification tasks by constructing 

hyper planes in a multidimensional space that separates cases 

of different class labels. SVM supports both regression and 

classification tasks. To construct an optimal hyper plane, 

SVM employees an iterative training algorithm, this is used to 

minimize an error function.   

The SVM is only directly applicable for two-class tasks. But, 

we have to be applied algorithms that reduce the multi-class 

task to several binary problems.  

Multiclass SVM aims to assign labels to instances by using 

support vector machines, where the labels are drawn from a 

finite set of several elements. The dominating approach for 

doing so is to reduce the single multiclass problem into 

multiple binary classification problems. Each of the problems 

yields a binary classifier, which is assumed to produce an 

output function that gives relatively large values for examples 

from the positive class and relatively small values for 

examples belonging to the negative class. Two common 

methods to build such binary classifiers are where each 

classifier distinguishes between (i) one of the labels to the rest 

(one-versus-all) or (ii) between every pair of classes (one-

versus-one). Classification of new instances for one-versus-all 

case is done by a winner-takes-all strategy, in which the 

classifier with the highest output function assigns the class (it 

is important that the output functions be calibrated to produce 

comparable scores). For the one-versus-one approach, 

classification is done by a max-wins voting strategy, in which 

every classifier assigns the instance to one of the two classes, 

then the vote for the assigned class is increased by one vote, 

and finally the class with most votes determines the instance 

classification. 

4.2.2.1 Kernel functions 
There are a number of kernels that can be used in Support 

Vector Machines models. These include Linear, polynomial, 

radial basis function (RBF), PUK and sigmoid.
 
 

    We apply SVM classifier for classifying two main layers of 

retina and background in OCT images. We used polynomial, 

RBF and PUK (Pearson VII Universal Kernel) kernels in 

SVM classify because best recognition level is achieved by 

these kernels, also evaluating the proposed method is 

achieved on two set of images. In this method, experiments 

have been done in two steps. In the first experiments ten 

images are used as a training set and other ten as a test set, 

and in the second experiments, training set contains fifteen 

images and other five images are used as test set)[22]. 

       In Tables 3 and 4, the results of classify using the SVM is 

given. The results show which this method can be useful for 

retina layers classifying and best accuracy is achieved 98.6% 

precision with PUK kernel in second step of experiments (i.e. 

using fifteen images in train set and five images for test set. 

Table 3. Results of first step with SVM method 

 

 

First 

Step of 

Classify 

 

Support Vector Machine 

Kernel Function Accuracy 

RBF 55.33 % 

polynomial 91 % 

PUK 92.33% 

Table 4. Results of second step with SVM method 

 

 

Second 

Step of 

Classify 

Support Vector Machine 

Kernel Function Accuracy 

RBF 52.66 % 

polynomial 93.33 % 

PUK 98.66% 

5. EXPERIMENTAL RESULTS 
In this paper, two automatic methods for recognition retina 

layers in OCT images are proposed. 

This automatic method consists of two main steps, feature 

extraction and classifying. Co-occurrence matrix has been 

used for feature extraction, a neural network and support 
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vector machine for classifying. Four features of this matrix 

have been selected as a feature vector then are used by 

multilayer perceptron and support vector machine methods for 

classifying. 

Achieved results of these methods for three main classes, 

background, IR and OR have been shown in Tables 1 to 

4.These results show that above methods discern three main 

retina layers with efficient accuracy which achieved results of 

SVM method is better than MLP neural network. Moreover, 

we compared the recognition results of our methods and the 

images manually delineate by an expert. It was observed those 

four features of co-occurrence matrix and two methods for 

classifying has high accuracy and performance. Also 

calculating the thickness of IR and OR allows to determine 

the thickness of the whole retina that it will be very useful for 

diagnosis of retina pathologies. 

6.  CONCLUSION AND FUTURE 

WORKS 
 This study shows that texture analysis has the ability to 

provide a mean for diagnosing differentiation of tissue. Thus 

the presented method could have an important role in the 

future development of computer assisted OCT quantification 

techniques. For the example thickness and volume of the 

retina layers can help to diagnosis of damages. Moreover, the 

results show that it will be possible to segment the retina 

layers without the need of ultrahigh resolution systems. 

In the future work, our method will be extended to earlier 

detect pathology and can do the quantification of damage in 

eye pathologies by focusing only on the measurements from 

the retina layers that obtained in this work, also we will detect 

details of all retina layers exactly. 
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