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ABSTRACT 
Latin-based languages work smoothly within the traditional 

text mining techniques due to being definite and the natural 

limited alternatives of words meanings. On the other hand, in 

the Arabic language, we are facing 2 main differences: 1) the 

way, the Arabic language is being written today without 

diacritics in 99% of the text will make the text interpretation 

at the level of two consecutive words and even in some cases 

at the level of sentences indefinite 2) even with diacritics, 

Arabic words are very loose; each word in Arabic may bear 

more than one meaning regarding the context. Hence handling 

text in Arabic in the same manner that Latin languages do, 

will be rather time wasting. We need to rely on different 

techniques in order to enrich the criteria which will be 

adopted in text analysis. 

We propose a domain-specific approach that yielded excellent 

results with some of Arabic text analysis aspects.Several 

classifiers have been built and tested for this purpose. This 

approach was compared to others that don‟t use the domain-

specific approach; the paper concludes that the results 

obtained from the adopted technique are more appealing and 

promising. 
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1. INTRODUCTION 
The Arabic language is one of the most difficult languages to 

Classification and Word Sense Disambiguation (WSD) on, 

because the Arabic Language has a loose and tricky Word 

Order (WO), and word diacritization are usually absent from 

modern Arabic so one can't use diacritization marks to help in 

understanding the sentence structure, moreover, a single word 

in Arabic may have dozens of meanings, some of them are 

closely related, and interestingly there are some words that 

can mean something and its opposite[3]. 

 

Adding a domain-based layer to the classification was 

successfully applied in English by Gerard Escudero,Lluis 

Marquez and German Rigau. After they applied a 

classification WSD on 2 different corpuses, they commented: 

“The previous experiment shows that classifiers Trained on 

the A corpus does not work well on the B corpus, and vice-

versa. Therefore, it seems that some kind of tuning process is 

necessary to adapt supervised systems to each new 

domain.”[10] 

 

This indicates that domain-specific classification yields better 

analysis and better understanding for the cases. Moreover, it is 

more logical than cross-domain classification; the author 

really likes the comment of Sara Owsley: "We believe it‟s 

necessary to use domain specific language to classify the 

emotional content. Domain specificity is critical in making 

this system work, since the language used to describe 

automobiles (sleek, maneuverable, etc.) is different from the 

language used to describe vacation destinations (relaxing, 

adventurous, etc.)."[13], and the same can be inferred about 

Arabic; it is always correct to say:  فزبح سل١مخbutit is to wrong to 

say: ع١بسح سل١مخ.  

 

Another problem that domain-specific approach solves is 

word ambiguity; the lake of diacritics can lead to a perfect 

Word Sense Disambiguation problem. For example, the root 

 can be written as kabl (before), kabbal (kiss), or kabela لجً

(agree) without diacritics will be the same word ًلج. 

 

Knowing the right sense for the word and knowing the correct 

domain of the text can be of great benefit for text retrieval 

issues; it can be used for filtering the results, giving 

suggestions to the users and sometimes, for query expansion 

purposes. 

 

Domain-specific Classification gives the ability to extract the 

main entities (Most Frequent Words) in each domain, and 

extract the features associated with these entities. Thus, the 

features existence will differ as the entities differ, and the 

entities will differ as the domain differs. 

 

The paper is structured as follows. In Section 2, we present a 

brief description of our Arabic domain-specific classifier 

components. Section 3 we illustrate some experiments and 

comparisons, and in section 4, we give some remarks and 

future directions. 
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2. SYSTEM DESCRIPTION Our Arabic specific-domain classifier is built up out of4 

components: Stemmer, Classifiers, Sense Inventory and Web 

Directory. 

 

 

 

 

 

 

2.1.   Stemmer 
After removing stop word list such as pronouns and 

prepositions, bag of words (BOW) is constructed by applying 

a threshold on accepted word frequency (4 is a relevant 

number). 

 

Then the stemming step is taking place; although, There is a 

debate because some words can be conflated to the same root, 

thus some stem the words before beginning the WSD and 

other don‟t (see: Chi Square Feature Extraction Based Svms 

Arabic Language Text Categorization System). In this 

proposal every classifier will be tested twice: one while 

stemming process is on and the other while it is ignored. The 

stemming technique adopted in this research is based on Al-

Shalabialgorithm [1]. Amazingly, this technique assigns each 

character in the word a weight, this weight is then multiplied 

by a rank that is calculated based on its position in the word. 

The least three generated numbers maps the root characters of 

this word. 

 

Table 1.Rooting Technique 

Letter 

Position 

from 

right 

Rank if word length is 

even 

Rank if word length 

is odd 

1 N N 

2 N-1 N-1 

3 N-2 N-2 

…. …. …. 

N/2 N/2+1 N/2 

N/2+1 N/2+1-0.5 N/2+1-1.5 

N/2+2 N/2+2-0.5 N/2+2-1.5 

…. …. …. 

N N-0.5 N-1.5 

 

Each word represents a feature. The frequency of word 

occurrences in every document is recorded as Term 

Frequency (TF), the frequency of a word mentioning across 

all documents in recorded as Document Frequency (DF). The 

more the TF is bigger, the more the word is important, the 

more the DF is bigger, the word is not important. This is why 

the itemology TFIDF (Term Frequency inverse Document 

Frequency) is used to build the bag of words. Each document 

is represented as a vector, so we call the model a Vector 

Space Model (VSM); this vector contains the words 

mentioned in this documents, each is assigned its TFIDF 

value. 

 

 

2.2 Classifiers 
Arabic has an amazing mix of ambiguity, vagueness and 

incompleteness. This is why it is worthy trying to deal with 

this problem using a methodology that has made success in 

communicating reasoning between man and machine: Fuzzy 

Logic.  

 

Mooney and Pedersen compared Naïve Bayes with a Neural 

Network, Decision Tree/List Learners and SVM; they found 

that the classifiers accuracy are slightly different from each 

other. 

 

The author built a Fuzzy Logic Classifier and compared it 2 

other classifiers: Decision Trees and Naïve Bayes .It was 

noticed thatFuzzy Logic classifier yields more significant 

results. 

 

2.2.1 Decision Trees 
A Decision Tree visually represent a decision; it describes the 

data and can be used in making decision by predicting the 

value of a dependent variable based on a combination of input 

independent variables (features or attributes). The tree is 

drawn by dividing the training set into subsets based on an 

attribute. This process is repeated recursively on these subsets 

(recursive partitioning). A criterion is set to stop the recursive 

process when no longer added value will be achieved by 

splitting the tree (pruning).It is based on the concept of 

Entropy (E) (amount of uncertainty associated with a 

variable), Assuming binary classes {p+,p-}.  Entropy 

(information needed to classify a tuple) is defined as: 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 =  −[(𝑝+ .  log 𝑝 + ) + ( 𝑝− .  log 𝑝 − ] 

The Entropy is used to specify the overall information needed 

to classify a tuple using this decision tree. To choose the 

variable upon which the next split will take place at, the node 

that most probably will improve the classification is selected, 

we calculate the feature information for every attribute and 

then we choose the attribute with the greatest information 

gain. 

2.2.2- Naïve Bayes 
Naïve Bayes is not a discriminant classifier; it is a generative 

classifier where every class is modeled and then the tested 

exemplars are exposed to these models. NB is extensively 
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used in text classification (TC) tasks. This is the basic 

pseudocode for the algorithm: 

 

for all senses si of word (w) do 

for all words tj in the vocabulary do 

P(tj|si) = C(tj,si)/C(s) 

end 

end 

for all senses si of word (w) do 

P(si) = Frequency[Class(si)] /Frequency[Class(w)] 

End 

NB does no feature selection; it is combined from all the 

features. As stated in the pseudocode, NB applies Baysian 

rules to choose the relevant class where P(tj|si) is the perior 

probability of sense si and it is calculated as:  

𝑃(𝑡𝑗|𝑠𝑖)  =  [𝑃(𝑠𝑖|𝑡𝑗) )/ 𝑃(𝑠𝑖)] ∗ 𝑃(𝑡𝑗) 

2.2.3 Fuzzy Logic 
“Fuzzy logic provides a means for encapsulating the 

subjective decision making process in an algorithm suitable 

for computer implementation” [Jan A Hazelzet- Can fuzzy 

logic make things more clear?]. 

“Fuzzy expert systems, in addition to dealing with 

uncertainty, are able to model common sense reasoning which 

is very difficult for general systems”, “fuzzy logic is a relative 

reasoning logic not a precise multi-value logic” [Optimizing 

Machine Learning Approach Based on Fuzzy Logic in Text 

Summarization]. 

“In some applications fuzzy logic is an alternative to Bayesian 

inference. Fuzzy logic and Bayesian inference, however, are 

mathematically and semantically not compatible. You cannot, 

in general, understand the degree of truth in fuzzy logic as 

probability and vice versa; fuzziness measures "the degree to 

which an event occurs, not whether it occurs” [Wikipedia]. 

“manystatisticians are persuaded by the work of Bruno de 

Finetti that only one kind of mathematical uncertainty is 

needed and thus fuzzy logic is unnecessary. On the other 

hand, Bart Kosko argues that probability is a subtheory of 

fuzzy logic” [Wikipedia]. 

Actually the mathematical foundation of Fuzzy Logic is not as 

solid as that of probabilistic models but it made great success 

in reality and in business. 

Algorithm Description 
Suppose that the context „c‟contains the ambiguous word „w‟ 

and that the context has a window of „k‟ words and that w has 

„n‟ senses so for fuzzification; fuzzy set is to be defined for 

every word sense „S‟ So that the fuzzy set (FS) of sense „y‟ 

is[7]: 

 

𝐹𝑆 (𝑆𝑦)  = 𝑈 [𝐷 𝑤1 , 𝐷 𝑤2 , 𝐷 𝑤𝑘 ] (1) 

Where D(w1) is a membership for the first word w1 in the 

context „c‟ to be allocated to the sense „y‟; in other words, it 

works as a probability distribution or a density function but 

the summation of densities of w1 in respect to senses does not 

oblige to 1; and that shows the difference between possibility 

and probability theories. The U is the union operator; in 

general the union operator in fuzzy logic is equivalent to max 

operator. For example: U(a,b)=max(a,b) not a+b-ab but in this 

experiment the research is stuck to the ordinary a+b-ab to get 

advantage of the idempotency feature so the words of greater 

frequency will be highly weighed. 

In this algorithm, the word „w‟will be assigned to the sense of 

the greatest order; and here is the pseudo-code that orders the 

different word‟s senses (this code combines the 2 phases of 

inference and defuzzification)[5]: 

For y= 1 to sense ‘n’ do 

Set membership of context ‘c’ to sense y ‘D(Sy)’to 0 

For i=0 to word k in context ‘c’ 

Set flag=Exists (training set, wi) 

If (flag=true) then 

‘D (Sy)’=U (‘D (Sy)’,Myi)  

End if 

End for 

End for 

Where Myi is the membership of word wi assigned to sense 

„y‟extracted from the training examples; it is calculated using 

a sigmoid function and takes into account the higher 

frequencies: 

𝑀𝑦𝑖 =   0.3 + 0.7 [
1

(1 + 𝑒 − 2  𝑓 )
] 

Where f is the frequency of the word in the training set for a 

specific sense. The training corpus is used as knowledge base 

for making inference and setting the memberships [6].  

Measuring Performance 
Given the F-measure as: 

 

𝐹 = 1/( 
𝑏

𝑃
 + [(1 − 𝑏)/𝑅]) 

Where b=0.5 

P (Precision) = X / (X+Y)  

R (Recall) = X / (X+Z) 

http://en.wikipedia.org/wiki/Statisticians
http://en.wikipedia.org/wiki/Bruno_de_Finetti
http://en.wikipedia.org/wiki/Bruno_de_Finetti
http://en.wikipedia.org/wiki/Bruno_de_Finetti
http://en.wikipedia.org/wiki/Bart_Kosko
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Where: 

X=number of senses positively classified by both human and 

the algorithm=5 

Y = number of senses positively classified by the algorithm 

while negatively classified by the human=0 

Z = number of senses positively classified by the human while 

negatively classified by the algorithm=0 

2.2.4Experiment 
This experiment's training and test sets focuses on social. The 

ambiguous word to be investigated is “لبػذح” or “ٖلبػذ” which 

has several meanings:  

 

1. Rule 

2. EL-Ka3da (a terroristic group) 

3. A database 

4. A base 

5. Mass of people 

6. Sitting (colloquial) 

The experiment covers 3 meanings: rule, El-Ka3da and 

sitting. Here is the social training set: 

Table 2. Training Set 

Context Sense 

الاٌفبظ إٌبث١خ ٘ٝ اٌمبػذح الأعبع١خ ٌذٜ ٘زٖ 

اٌطجمخ ُٚ٘ ٠مِْٛٛ ثبٌزّغه ثجشٚرٛوٛلاد 

اٌغجبة ثذلخ ِزٕب١٘خ لأٔٗ ٠ٍجٝ أ٘ذاف ٔفغ١خ 

 ٔج١ٍخ

Rule 

اٌجش٠ّخ لذ رف١ذ : اٌمبػذٖ اٌجذ٠ذح  Rule 

اٌذىِٛخ اٌّصش٠خ ػبٍِٗ رٜ أٜ : أدّذ ثٙجذ

دػ اٌىٛص رذذ : ػ١ٍخ ِصش٠خ ِبش١خ ثمبػذح

 اٌجضثٛص 

Rule 

إرا أٔب ِٛجٛد ٟ٘ لبػذح فٟ !! أٔب غ١ش ِزضٚج 

ِجزّؼٕب اٌخ١ٍجٟ ٚرٛعؼذ ٌزصجخ لبػذح 

 ٠شدد٘ب شجبثٕب اٌؼشثٟ وزٌه

Rule 

ٚ ػٕذٔب فٝ اٌّشٚس اٌّصشٜ لبػذح اٌجٛص ث١ض 

٠ؼٕٝ اٌٍٝ ٠فٛد ثجٛص ػشث١زٗ الاٚي ٘ٛا اٌٍٝ 

 ٠ّش

Rule 

ٚرمذس ادصبءاد سع١ّخ ٔغجخ اٌفمش فٟ 

% 75ِٓ ِجّٛع اٌغىبْ، % 46ِٛس٠زب١ٔب ثـ 

اٌزفبٚربد الاجزّبػ١خ ٚاٌّجب١ٌخ ٚرذغ١ٓ ... 

 لبػذح ِٛاسد اٌفمشاء

Rule 

أٔب ِش لبػذح :"ع١ّخ اٌخشبة ١ٌذ١ب عؼبدح 

 !"ػٍٝ ثٕه
Sitting 

غٍؼذ فٛق اٌغطٛح صق اٌٙٛا وّٝ وً اٌجٕبد 

 ارجٛصٚا ٚ أب لبػذٖ جٕت أِٝ 
Sitting 

 Sitting لبػذح ػٍٝ لٍجىُ ػشبْ خبغش إٌبط اٌذٍٛح 

 Sitting ٚ وبٔذ اخزٙب اٌمج١ذخ لبػذٖ ٚعطٕب

ِشدجب ػٕذٞ عؤاي لبػذٖ ػٍٝ اػصبثٟ أٟ 

 ٠َٛ ٚرئخشد اٌذٚسٖ 30دٚسرٟ ِٕزعّٗ وً 

ػٍٟ ٠َٛ ٚادذ ٚسدذ اٌّغزٛصف ٚدٍٍذ دَ 

 ٚغٍغ عبٌت 

Sitting 

ِبٔب جبٌٝ ... ٘ٛح أزٝ ػٍشبْ لبػذح ٌٛدذن 

اخ٠ٛب اٌّذزشَ ٠طجك ػٍٝ ِشاٚدٝ ٠ؼٕٝ ِش 

ٌٛدذٜ ٚلا دبجٗ ٚاٌّبِب ٚاٌجبثب ثزٛع الأب 

 صذ١ٛا وّبْ

Sitting 

ٚ فٟ ٠َٛ وٕذ لبػذٖ ٚ ٌم١ذ ِذاَ فزٛٔٗ 

اٌغىشر١شٖ لبػذ ِؼب٘ب ِٕٙذط جذ٠ذ ٚ ٘بره ٠ب 

لّذ ثمٟ ثذبعٗ اٌفعٛي اٌٟ . ٚدٚدٚدٚ. سغٟ

 ػٕذ وً اٌجٕبد

Sitting 

اٌجٕبد ٚ اٌٛلاد دٌٛلزٝ ث١ؼذٚا فٝ اٌشبسع 

ِغزمجً اٌؼ١بي دٖ . ٌٍفجش ٚ ٠شجؼٛا عىش١١ٔٓ

 ِظٍُ

Sitting 

ٚعبئً ٌزذج١ٓ اٌمبػذح ٚ سفعٙب ِٓ  10

 اٌّجزّغ اٌّذٟٔ 
El-Kad3a 

ِشبوً اٌفمش ٚاٌفغبد أوجش ِٓ خطش : ا١ٌّٓ

اٌمبػذح" " 
El-Kad3a 

أجزاة ثؼط اٌشجبة ٌٍمبػذح ٠ؼذ رٙذ٠ذا شذ٠ذا 

٠ذزبج إٌٝ دساعبد ٔفغ١خ ٚ اجزّبػ١خ ِىثفخ 

 ِٓ لجً الأوبد١١ّ٠ٓ ٚ صٕبع اٌمشاس

El-Kad3a 

– إْ صخ – ٚ أثبس ظشة اٌمبػذح ٌٍٛلا٠بد 

 وبْ فبددب ػٍٝ اٌّغ١ٍّٓ اٌّم١ّ١ٓ ٕ٘بن
El-Kad3a 

 

And here is the social test set: 

Table 3. Test Set 

Serial Context 

1 

ِؼٍش ثمب جٛصٜ وبْ ٚاخذ أجبصح 

ا١ِٛ١ٌٓ دٚي ِٚىٕزش ثؼشف 

ادخٍىٛا غبثك ػٍٝ ِشاٚدٝ أب 

 لبػذح ِغز١ٕبوٛ

2 

خٛف فٝ اٌّذْ الأٚسث١خ ِٓ ادزّبي 

ظشثخ اس٘بث١خ ٚش١ىخ ِٓ لجً رٕظ١ُ 

 اٌمبػذح

3 

ٚأب وٕذ لبػذٖ ِزٕذٗ ٌٍٝ ث١ذصً 

ٚثّب أٝ جذ٠ذٖ ِٚؼشفش اٜ دذ 

فىٕذ لبػذح ثشغخ ٚارفُٙ أٝ اي ا٠ٗ 

خ١ش الله ِب اجؼٍخ خ١ش ٘بد٠خ ٚغٍجبٔٗ 

 ِٚش١ِخ جٕت اٌذ١ػ

4 

سا٠ذ أٟ وٕذ لبػذٖ فٟ غشفزٟ 

ٚلبػذٖ ػٍٝ فشاشٟ ٚوٕذ الشٜ فٟ 

 وزبة

5 

ٚ ِٓ اٌّلادع أْ أخلاق اٌضدبَ ٌٙب 

لٛاػذ خبصخ ثٙب رذػٛ ٌٍشثبء فٝ 

 ِصش

 

Sentences: 1, 3 and 4 are associated to the sense “Sitting” with 

a one hundred percent confidence. Sentences 2 associated to 

the sense “El-Ka3da” with a one hundred percent confidence 

and Sentences 5 associated to the sense “Rule” with a one 

hundred percent confidence. The F-measure for fuzzy logic is 
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1, the F-measure for Naïve Bayes is 0.89 and for decision 

trees is 0.91. This is why Fuzzy logic has been selected to be 

the Arabic domain-specific main classifier. 

2.3 Sense Inventory 
The author built an Arabic sense inventory based on the 

English WordNet Thesaurus. WordNet developed at the 

University of Princeton. It covers lexico-semantic categories 

called synsets. The synsets are sets of synonyms which gather 

lexical items having similar significances, for example the 

words “a board” and “a plank” grouped in the synset {board, 

plank}. But “a board” can also indicate a group of people 

(e.g., a Using WordNet for Text Categorization 17 board of 

directors) and to disambiguate these homonymic significances 

“a board” will also belong to the synset {board, committee}. 

There is a wealth of semantic relations available in WordNet 

through synonyms where bind equivalent or close 

concepts[4]. 

 

Every word synonym in WordNet is associated with several 

examples; these examples are complete sentences that 

demonstrate the usage of the word synonym within context. 

These sentences have been automatically translated into 

Arabic using 2 APIs packages: Google Translation API and 

Microsoft Bing; the Arabic translations for the word synonym 

is extracted from the translated examples and the words of the 

Arabic translated examples are used as keywords associated 

with the extracted Arabic word synonym. Here is an example 

for the Arabic words generated that have the root: ٚ –د - ي : 

Table 4.System Block Diagram 

Arabic 

Word 

English 

Word 

Category Sense_id 

 Infant N 12122 ٌٚذ

 Give birth V 54111 ٌٚذ

 generate V 32511 ٌٚذ

 generator N 32655 ٌِٛذ

 Prophet's ٌِٛذ

birthday 

N 25412 

 birthday N 23265 ٌِٛذ

 Father N 36521 ٚاٌذ

 Mother N 21544 ٚاٌذح

 New born N 36251 ١ٌٚذ

 Birthday N 2514 ١ِلاد

 birth N 25654 ٚلادح

 

Using this component with the fuzzy classifier, a good Arabic 

Word Sense Disambiguation sub-system was achieved as 

illustrated in figure 2[11], but no domain-specific features is 

plugged in yet. 

 

Fig 2: Solving Arabic WSD using generated sense inventory 

This component was greatly enhanced by adding a domain-

specific layer which enabled building a Domain Model (DM) 

that improves the ordinary vector space model (VSM) [12]; 

the main structure of a domain model is illustrated in table 5. 

Table 5.Domain Matrix Example 

 Domain 1 Domain 2 Domain 3 

Sense 1  0.7 .18 0.12 

Sense 2 0.35 0.4 0.25 

Sense 3 0.09 0.9 0.01 

Sense 4 0.1 0.09 0.81 

2.4 Web Directory 
The author built the domain categories by dumping the open 

source web directory "ODP". Here is a list of the main 

domains categories [13]: 
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All the domains have been translated into Arabic using 

Microsoft Bing API services.  The fuzzy classifier model has 

been built upon these domains. Whenever, a query is  

 

 

submitted, the classifier runs as allocate the text to the best 

domain. The advantages gained by taking the domain effect 

properties into consideration are limitless [9]; this feature has 

been enabled in the system as illustrated in the following 

application example.  

 

 

Fig 4: Domain-Specific Feature Enabled 

Before running the classifier on the query, the system does a 

query expansion using the embedding keywords and it gets a 

larger set of keywords using the internet as a bigger corpus; 

the larger set of keywords are added to the original case but 

with small weights[2][16]. 

3 EXPERIMENTS AND ENHANCEMENTS 

3.1 Examples 
Here are some query examples that have been analyzed using 

our Arabic domain-specific fuzzy classifier: 

 

 

 

 

 

 

 

Table 6.The Domain Effect enhancing the accuracy from 

97.2% to 100% 

Example 1- Domain: Politics 

 لبي ِؼٍك ػغىشٞ ص١ٕٟ ثبسص ٠َٛ الاث١ٕٓ اْ ِٓ اٌٛاظخ أْ اٌٛلا٠بد "

اٌّزذذح رشغت فٟ رط٠ٛك اٌص١ٓ فٟ ٚادذح ِٓ أػٕف الأزمبداد ٌٍذٍّخ 

اٌذثٍِٛبع١خ اٌزٟ ٠شٕٙب اٌشئ١ظ الاِش٠ىٟ ثبسان أٚثبِب فٟ ِٕطمخ اع١ب 

"ٚاٌّذ١ػ اٌٙبدٞ  

Detected Domain 

 

Probability 

 
بارز 

بمعنى 

 ناتئ 
 

بارز 

بمعنى 

 ذو مكانة 

 

Regional/North_Ame

rica/United_States/Go

vernment/Executive_

Branch/President/Exe

cutive_Office_of_the

66.6% 

(8 levels depth) 
 

1% 99% 

Fig 3:  ODP main categories- retrieved from: http://www.dmoz.org/ [8] 

 

http://www.dmoz.org/
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_President/Domestic_

Policy_Council 

 

Regional/Asia/China 

estic_Policy_Council 

 

33.3% 

(3 levels depth) 
 

2% 98% 

 

Confidence 

 
 بارز بمعنى ناتئ 

 

 بارز بمعنى 

 ذو مكانة
 

Domain effect  

 بارز بمعنى ناتئ
 

Domain effect 

 بارز بمعنى ذو مكانة
 

66.6% 

(8 levels depth) 
 

1% 99% 0.66% 65.34% 

33.3% 

(3 levels depth) 
 

2% 98% 0.6% 32.6% 

 

 
Table 7. The Domain Effect enhancing the accuracy from 

62.8% to 74.15% 

Example 2- Domain: Sex 
ِؼظُ اٌّصش١٠ٓ ِزىز١ّٓ ف١ّب اٌؼلالخ اٌجٕغ١خ ٠ٚصفٛٔٗ :  ػ١ٍبء اٌّٙذٜ"

ثبٌٕغجخ ٌٟ اٌجٕظ رؼج١ش . ثبٌمزس ، ٚاٌجؼط ٠ؼزجشٖ سجً ٠غزخذَ اٌّشأح 

أِبسط .. ػٓ الادزشاَ ٚشغف ٌٍذت اٌّزّثً فٟ اٌجٕظ لإعؼبد اٌطشف١ٓ

فمذد .. اٌجٕظ ا٢ِٓ ٚلا أرٕبٚي ألشاص ِٕغ اٌذًّ لإٟٔٔ ظذ الإجٙبض

" ػبِبً 40 ػبِبً ِغ سجً ٠ىجشٟٔ ثـ18ػزس٠زٟ فٟ عٓ   

Detected Domain 

 

Probability 

 
بارز 

بمعنى 

 ناتئ 
 

بارز 

بمعنى 

 ذو مكانة 

 

Society/Sexuality/Sac

red_Sexuality 

 

25% 

(3 levels depth) 
 

97% 
 

3% 
 

Adult/Society/Sexuali

ty/Fetishes/Body_Part

s 

 

50% 

(5 levels depth) 
 

99% 

 

1% 

 

Health/Senior_Health

/Sexuality 

 

25% 

(3 levels depth) 

31% 

 

69% 

 

 
Confidence 

 
 بارز بمعنى ناتئ 

 

 بارز بمعنى ذو مكانة 
 

Domain effect  

 بارز بمعنى ناتئ
 

Domain effect 

 بارز بمعنى ذو مكانة
 

25% 

(3 levels depth) 
 

97% 3% 24.25% 0.75% 

50% 

(5 levels depth) 
 

99% 1% 49.5% 0.5% 

25% 

(3 levels depth) 
31% 69% 7.75% 17.25% 

 
D(sex)=49.5/(49.5+17.25)= 74.15% 

 

3.2 Optimizing sub-domain path using 

weighted decision trees 
Some words in the analyzed paragraph or article are irrelevant 

and produce noise that gives unaccepted probability to 

misleading paths.Idea: we give an extra weight to the term 

according to the importance of the sentence mentioning.The 

same techniques used in text summarization are exploited to 

order the sentences.  

 

3.2.1 Using Cosine Similarity 
If there is a title provided for the article or paragraph, then it is 

assumed that the title reveals some disambiguation.A cosine 

similarity is conducted between every sentence and the title 

where s is sentence and t is the title vector. 

 

3.2.2 Using TFIDF Technique 
Term Frequency (TF) and Document Frequency (DF) are 2 

basic measures that are used to rankdocuments importance. 

Combining both techniques, sentence score will be: 

 

𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑆𝑐𝑜𝑟𝑒 𝑆 = 𝑎 ∗ 𝑆𝑖𝑚 + 𝑏 ∗ 𝐶𝑒𝑛 

 

Where a and b are constants that controls the learning ratios. 

Then the weighted tf (WTF) of a term is: 

𝑊𝑇𝐹 𝑑, 𝑡 = ∑𝑡𝑓 𝑆, 𝑡 ∗ 𝑆𝑐𝑜𝑟𝑒 (𝑆) 

4    CONCLUSION AND FUTURE WORK 
The Arabic domain-specific classifier technique enables the 

researchers to accurately classify and disambiguate Arabic 

words. THE technique proved to yield better results in 

classification, Word Sense Disambiguation, Text Retrieval, 

Query Expansion and filtering results. 

 

The Arabic domain-specific classifier technique depends on 

integrating several components to build an excellent Arabic 

classifier of multiple usages: a stemmer that guesses the roots 

of words heuristically using Al-Shalabi algorithm, a fuzzy 

logic classifier which proved to be excellent for the Arabic 

language due to the vagueness features, a sense inventory 

built based on the robust WordNet thesaurus; this component 

is used in Word Sense Disambiguation problems and a web 

directory dumped from the open project ODP which provides 

a wealth of domains and their keywords. All the translation 

tasks have been automated using both Google Translation and 

Microsoft Bing APIs. 

Comparing the classifier in a Word Sense Disambiguation 

problem using specific-domain information provided by the 

web directory proved to yield much better results than the 

cross-domain approach that does not take into account the 

domain effect. The results was further improved and tuned 

using a weighted decision tree that assigns weights to nodes 

based on summarization techniques rather than the simple TF-

IDF approach. 

For future work, the research is eager to investigate the semi-

supervised approach (usually bootstrapping and co-training). 

Because in supervised methods we subjectively choose the 

features for the classifiers, but now more examplars are fed 

into the classifiers thus the space will be well-inspected, and 

more features will be utilized. The auther likes to investigate 

in solving Arabic WSD using word order not only the context 

by using a mix of uni-directional association rules and Hidden 

Markov Models (HMM). 
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