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ABSTRACT 

Colon Rectum Cancer is one of the leading cause of cancer 

deaths worldwide. In this paper, a comparative study is made 

for the prediction of Colon Rectum Cancer using Auto 

Regressive Integrated Moving Average (ARIMA) and 

Artificial Neural Network (ANN).  For more than twenty 

decades, Box Jenkin’s Auto Regressive Integrated Moving 

Average (ARIMA) technique is one of the most sophisticated 

extrapolation method for prediction. It predicts the values in a 

time series as a linear combination of its own past values, past 

errors and current and past values by using the concept of 

time Series.  Artificial Neural Network (ANN) is a modern 

Non Linear Technique used for prediction that involve 

learning and pattern recognition. Based on the data  the model 

is was modeled is designed by using  two techniques for a 

period of 50 years (from 1960 to 2010) and the Mean 

Absolute Error (MAE),  Mean Square Error (MSE), Mean 

Absolute Percentage Error (MAPE) and  Root Mean Square 

Error(RMSE) are obtained to evaluate the accuracy of the 

models.  Results show that ANN model perform much better 

than the traditional ARIMA model.  Since early detection of 

cancer is the key to improve survival rate, prediction of Colon 

Rectum Cancer will greatly facilitate the doctors in the 

diagnosis of the disease.   

Keywords 

Auto Regressive Integrated Moving Average (ARIMA), 

Artificial Neural Network (ANN) 

1. INTRODUCTION 
Cancer refers to cells that grow larger that 2mm in every 3 

months and multiply uncontrollably and spread to other parts 

of the body.  In this paper we have developed an Artificial 

Neural Network (ANN) model is developed for for Colon 

Rectum Cancer which can be used for all type of diagnosis 

and detection [1].  Artificial Neural Network systems are 

made to learn the cancer data by the use of training 

algorithms.  Learning involves the extraction of rules or 

pattern from the historical data.  

Since early detection of Colon Cancer is the key to improve 

survival rate, it is essential that doctors plan and provide 

proper therapy for each patient particularly when the risk 

factors of cancer are correctly determined.  Also, the severity 

of the disease can be reduced to a great extent if it is detected 

early.  Time, money expenses, hospital resources also can be 

effectively and efficiently managed. In general, Statistical 

Techniques like Kaplan-Meier and Cox Regression Analysis 

can be used for prediction.  But these three  method have 

some  some major drawbacks.  ANN is thus an alternative 

approach in which they provide the prediction in an 

appropriate manner.  Hence ANN is increasingly popular in 

recent analysis of cancer prediction. 

2. ARTIFICIAL NEURAL NETWORK IN 

COLON RECTUM CANCER 

PREDICTION 
ANN is a branch of computational intelligence that employs a 

variety of optimization tools to learn from past experiences 

and use this prior training to predict and identify new patterns.  

In this neural network models have been used for the 

prediction of Colon Rectum Cancer. 

 

 

 

 

 

 

 

 

 

 

 

 

 

ANN is a network that simulates our human brain functions.  

It is composed of parallel computing units called Neurons.   

These neurons can be connected in various ways to form 

different Neural Network architectures.  The most popular 

architecture is the Multi-layer Perceptron (MLP).  It consists 

of two or more layers of neuron in which the layers are 

connected in sequential manner.  Each neuron in turn are 

connected to other neurons in the different layer by weighted 

path ways.  Signals are sent through these pathways to the 

Collect data set for Colon Rectum Cancer 

Data processing 

Simulate ANN models 

Training and Testing phase 

Prediction and Diagnosis Decision 

Performance Comparison of ANN models 

Figure 1. Complete methodology of ANN 
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other neurons.  Each neuron sums the weighted signals and 

transforms the resulting signal as the output of the neuron 

using an activation function.  The output signal is then sent to 

the other neurons in the subsequent layers.  The first layer of 

the network is called the input layer which receives signals 

from the data entering the network.  The last layer is called 

the output layer which generates the outcome to the outside 

world.  The overall complete methodology is shown in  

Figure 1. 

3. EXPERIMENTAL RESULTS OF 

MULTI LAYER PERCEPTRON (MLP) 

NEUTRAL NETWORK 
The MLP uses the gradient descent to compute the new value 

of the weights and biases.  It is quickly able to adjust the 

network weights giving a very good performance.  The space 

denoted the error of the system for every combination of 

weights and biases is called as error space.  The feed forward 

neural network architecture used in this experiment consists of 

two hidden layer along with one input and output layer 

respectively.  The transfer function in hidden layer neurons 

and output layer neurons are hyperbolic tangent and identity.  

The performance function used was MSE. 

3.1 Back Propagation Algorithm (BPA) 
Back propagation Algorithm assumes that there is supervision 

of training of network. The method of adjusting weights is 

designed to minimize the sum of the squared errors for a 

given training data set. ANNs are developed by BPA in 

following steps. 

Step 1: Select an input and output variables and decide the 

architecture of ANN for modeling the variables.x presents the 

input , y hidden and z output layer. 

Step 2: calculate the net inputs and outputs of the hidden layer 

neurons 

Netj
h    =  

1

1

N

i





 wji  x i    ,yj   =f(Net j 
h  ) 

Step 3: calculate the net inputs and outputs of the output layer 

neurons 

Netk
0    =   

1

1

J

j





 v kj  yj     ,zk   =f(Netk
0   ) 

Step 4: update the weights in the output layer (for all k, j 

pairs) 

v kj   ←   vkj   +c λ  (d k - z k )z k (1- z k)yj 

Step 5: update the weights in the hidden layer (for all i, j 

pairs) 

 wji  ←    wji   + c λ2 yj( 1 – yj )xi {

1

k

k

 (dk   -zk )zk ( 1 –z k ) 

v kj } 

Step 6: update the error term 

 E   ←    E    +  

1

k

k

 (dk   -   zk  )
2     

and repeat from Step 1 until all input patterns have been 

presented (one iteration.) 

Step 7: If E is below some predefined tolerance level (say 

0.000001), then stop. Otherwise, reset E=0, and repeat from 

Step 1 for another iteration. 

3.2 Predictors for the ANN 
There are five  predictors for ANN which are smoking, 

obesity, red meat eating, physical activity and usage of aspirin 

and other medicines respectively. Mean Absolute Error 

(MAE),  Mean Square Error (MSE), Mean Absolute 

Percentage Error (MAPE) and  Root Mean Square 

Error(RMSE) were calculated for the output. 

 

Table 1. Network Information 

Input Layer Covariates 1 smoking 

  2 obesity 

  3 redmeat 

  4 phy 

  Number of Units 5 

  Rescaling Method for Covariates Standardized 

Hidden Layer(s)  Number of Hidden Layers 1 

  Number of Units in Hidden Layer 1 2 

  Activation Function Hyperbolic tangent 

Output Layer Dependent Variables 1 deathrate 

 Number of Units 1 

 Rescaling Method for Scale Dependents Standardized 

 Activation Function Identity 

 Error Function Sum of Squares 
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Table 2:Training and Testing Error of ANN 

Training Sum of Squares 

Error 

.041 

 Relative Error .014 

 Stopping Rule 

Used 

1 consecutive 

step(s) with no 

decrease in errora 

 Training Time 0:00:00.000 

Testing Sum of Squres 

Error 

.133 

 Relative Error 0.84 

Dependent Variable: deathrate 

 

Figure 2. ANN Network Diagram 

 

 

Figure 3:Chart of predicted versus actual values 

 

Figure 4:Chart of predicted versus residuals 

Table 3:Normalised Importance among the predictors 

 
Importance 

Normalized 

Importance 

smoking .159 46.4% 

obesity .344 100.0% 

redmeat .329 95.7% 

phy .046 13.4% 

medicines .122 35.4% 

 

Simulation is carried out for various parameters and they were 

tested using many combination of parameters in independent 

experiments.  The optimal prediction data for various ANN 

models were obtained by comparing with the parameter of 

error estimates such as Mean Absolute Error (MAE),  Mean 

Square Error (MSE), Mean Absolute Percentage Error 

(MAPE) and  Root Mean Square Error(RMSE).Among the 

predictors ,the most important factor influencing Colon 

Cancer is obesity,followed by eating red meat,smoking,taking 

medicines like aspirin and last of all lack of physical activity. 

4. FORECASTING WITH ARIMA 

MODEL 
Autoregressive Integrated Moving Average (ARIMA) is one 

of the popular linear models in time series forecasting during 

the past three decades popularized by George Box and 

Gwilym Jenkins in the early 1980s; as a result, ARIMA 

processes are sometimes known as Box-Jenkins models.  

ARIMA processes have been a popular method of forecasting 

because they have well-developed mathematical structure. 

4.1 ARIMA Methodology 
The art of ARIMA modeling involves the following steps: 

(a) Model Identification: The foremost step in ARIMA 

modeling is to check for stationarity of the series.  A 

cursory look at the graph of the data and the structure 

of autocorrelation and partial autocorrelation may 

provide clues for the presence for stationarity.  If the 

model is found to be non-stationary, stationarity can 

be achieved by differencing the series. 
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The next step in the identification process is to find 

the initial values for the orders of parameters p, q. 

They could be obtained by looking for significant 

autocorrelations and partial autocorrelation 

coefficients.  The Auto Correlation Function (ACF) 

and partial ACF (PACF) are very important for the 

definition of the internal structure of the analyzed 

series.  Theoretically, both an AR (p) process and an 

MA(q) process should be associated with well-defined 

patterns of ACF and PACF. 

(b) Estimation: At the identification stage, one or more 

models are tentatively chosen that seem to provide 

statistically adequate representation of the available 

data.  Then we attempt to obtain precise estimates of 

the model by least squares as advocated by Box & 

Jenkins. 

(c) Diagnostics: Different models can be obtained for 

various combinations of AR and MA individually and 

collectively.  For the models obtained, perform 

diagnostic tests using 

(1) Residual ACF (2) Box pierce Chi-square tests  

(d) Forecasting: ARIMA models are developed basically 

to forecast the corresponding variable. 

 

Table  4: Model Description 

     Model Type 

Model 

ID 

Deathrate Model_1 ARIMA(0,1,0) 

 

Figure 5:Residual Chart of ARIMA ( 0,1,0) 

 

Table 5:  Model Fit of ARIMA (0,1,0) 

Fit Statistic R-
squared 

RMSE MAPE MaxAPE MAE MaxAE Normalized 
BIC 

Calculated  values .971 .890 2.657 6.212 .662 1.758 -.002 

 

Figure 6:Prediction Chart of ARIMA(0,1,0) 
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Table 6  :Error Estimates for ANN and ARIMA 

ERROR  

ESTIMATES 

MSE RMSE MAE MAPE 

ANN 0.84 0.916 

 

0.8 

 

1.265 

ARIMA 0.91 0.954 

 

1.758 

 

2.657 

 

5. CONCLUSION 
Data was modeled  using ANN and ARIMA  for a period of 

50 years (from 1960 to 2010)  obtained from SEER Cancer 

Statistics,USA.The Mean Absolute Error (MAE),  Mean 

Square Error (MSE), Mean Absolute Percentage Error 

(MAPE) and  Root Mean Square Error(RMSE) were 

calculated for the predicted values. 

In this paper it can be seen that the prediction performance of 

ANN is better than the conventional statistical techniques 

such as ARIMA modeling.  The above table shows that in all 

the error estimates ANN supercedes ARIMA modeling. It 

clearly indicates that linear relationship could not be assumed 

in this analysis. The non-linearity component of the 

relationship can be successfully dealt with using artificial 

neural network.  This shows the effectiveness of ANN in the 

prediction of Colon Rectum Cancer. 
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