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ABSTRACT  
Cancer detection and classification of histopathological 

images is the standard clinical practice for the diagnosis and 

prognosis of any cancer. In this paper we present the colon 

cancer detection and classification of benign and malignant 

tumor (Nuclei) based on H & E stained histopathology and 

color segmentation based staining method to distinguish the 

different types of tissues in biomedical application. Nucleus 

detection in H&E is a challenging problem considering the 

variability, heterogeneity, low contrast, K means clustering, 

and differing typologies of nuclei to distinguish different 

types of tissues. There are strong indications that 

morphological analysis in H&E can serve as a biomarker. The 

segmentation approach is completely colour based and uses k-

means clustering technique. This technique uses a series of 

algorithm steps which is an image processing approach in 

distinguishing the different tissue types. These algorithm steps 

are modelled in image processing tool box of MATLAB v7.0. 

Modelling steps involved are from reading the image to 

segmentation of the nuclei into a separate image. Further there 

are also the intermediate steps that are involved between 

reading the image and segment the nuclei into a separate 

image in MATLAB real-time simulation environment. 
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1. INTRODUCTION 
Inflammatory bowel disease (IBD) is a chronic inflammatory 

condition that is frequently associated with increased colon 

cancer risk and  Ulcerative colitis is a chronic inflammatory 

condition of the colon associated with an increased colon 

cancer risk.. The colon cancer risk increases with length and 

severity of the disease (1). Computer-aided histological 

analysis for Colon cancer diagnosis, Colon cancer is the most 

frequently diagnosed non-skin cancer and the leading cause of 

cancer death among men in the United States and other 

countries. Conventionally, pathologists review colon tissue 

visually under a microscope and a diagnosis of colon cancer is 

rendered based on subjective perceptions of a number of 

histological features. In the present paper is that computer 

histological image-processing techniques have is developed to 

detect colon cancer automatically at a level of accuracy 

comparable to an expert pathologist. The long-term goal of 

this research is to develop a computer-aided diagnosis (CAD) 

system that can be used to help pathologists diagnose colon 

cancer with improved accuracy, reproducibility, and 

efficiency. In present research work, we developed computer 

image-processing techniques for classifying colon cancer and 

non-malignant tissue in digital histological images acquired 

from tissue sections with immunohistochemistry (IHC) and 

hematoxylin and eosin (H&E) stains. And the Digital color 

histological images were acquired using light microscopes 

and charge-coupled device (CCD) cameras from regions of 

interest (ROIs) marked by pathologists on colon tissue 

sections.  

 

2. MATERIAL AND METHODS 
 

DESIGN OF ALGORITHM 

The different steps are involved in the design of algorithm, are 

explained as follows: (Ref: 2, 3,4,5,6,7,8) 

1. Reading  the image 

In this step it will read the image and this read image is taken 

as the input image and is displayed as follows (Fig.1). The 

haematoxylin and eosin (H&E) stained colon tissue image 

was taken for the analysis.  

 

 

Figure 1. 

2. Convert Image from RGB Colour Space to L*a*b* 

Colour Space 

In this step, the input image was analysis based on the 

different colors that we see in the image, the variation in the 

image brightness is ignored. In the input image there are three 

colors white, blue and pink by converting RGB colour space 

into L*a*b color space we can visually distinguish these 

colours from one another. The L*a*b* color space is derived 

from the CIE XYZ tristimulus values. The L*a*b* space 

consists of a luminosity layer 'L*', chromaticity-layer 'a*' 

indicating where color falls along the red-green axis, and 

chromaticity-layer 'b*' indicating where the color falls along 

the blue-yellow axis. All of the color information is in the 'a*' 
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and 'b*' layers. we can measure the difference between two 

colors using the Euclidean distance metric. 

 

 

3. Classify the Colors in 'a*b*' Space Using K-Means 

Clustering. 

In this step we classify the colors by using Clustering. 

Clustering is a way to separate groups of objects. 

 k-means clustering treats each object as having a location in 

space. It also finds partitions such that objects within each 

cluster are as close to each other as possible, and as far from 

objects in other clusters as possible. K-means clustering 

requires that you specify the number of clusters to be 

partitioned and a distance metric to quantify how close two 

objects are to each other. Since the color information exists in 

the 'a*b*' space, our objects are pixels with 'a*' and 'b*' 

values. Use kmeans to cluster the objects into three clusters 

using the Euclidean distance metric. 

4. Label Every Pixel in the Image Using the Results 

from K- MEANS 

In this step, the every object in the input are taken and k- 

mean is calculated, the  k-means returns an index 

corresponding to a cluster. The cluster_center output 

from k-means will be used for determining the three cluster 

images. Labeling has to be done for every pixel in the image 

with its cluster index. 

 

Figure2. 

 

 

5. Create Images that Segment the H&E Image by 

Colour 

In this step by using Using pixel_labels, we can separate 

objects in the input image by color, which will result in 

three different images as seen in the figures. 3, 4 and 5  

below. 

 

 

Figure 3. 

 

Figure 4. 

 

Figure 5. 

6. Segment the Nuclei into a Separate Image. 

In the final step the segmented nuclei or the blue nuclei is 

separated,  in the process there are dark and light blue objects 

in one of the clusters. We can separate dark blue from light 

blue using the 'L*' layer in the L*a*b* color space. The cell 

nuclei are dark blue. Also the 'L*' layer contains the 

brightness values of each color. The cluster that is found 

contains the blue objects. After finding the cluster containing 

blue objects we extract the brightness values of the pixels in 

this cluster and threshold them using im2bw.The next step is 

to programmatically determine the index of the cluster 

containing the blue objects because kmeans will not return the 

same cluster_idx value every time. We can do this using the 

cluster_center value, which contains the mean 'a*' and 'b*' 

value for each cluster. The blue cluster has the smallest 

cluster_center value (determined experimentally). 
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Figure 6. 

 

In the next section we are describing the MAT LAB 

programme and  the flow diagram of the work,  which gives 

the basic idea of the image processing software developed in 

MATLAB. 

MATLAB Programme 

he = imread('colon cancer_H_and_E.png'); 

imshow(he), title('H&E image of colon cancer'); 

  

text(size(he,2),size(he,1)+15,'Image courtesy of Venkata 

Kotakadi Sri Venkateshwara University-

Tirupati','FontSize',7,'HorizontalAlignment','right'); 

figure; 

 cform = makecform('srgb2lab'); 

lab_he = applycform(he,cform); 

  

ab = double(lab_he(:,:,2:3)); 

nrows = size(ab,1); 

ncols = size(ab,2); 

ab = reshape(ab,nrows*ncols,2); 

  

nColors = 3; 

% repeat the clustering 3 times to avoid local minima 

[cluster_idx cluster_center] = 

kmeans(ab,nColors,'distance','sqEuclidean','Replicates',3); 

  

pixel_labels = reshape(cluster_idx,nrows,ncols); 

imshow(pixel_labels,[]), title('image labeled by cluster 

index'); 

text(size(he,2),size(he,1)+15,'Image courtesy of Venkata 

kotakadi, Sri Venkateshwara University-

Tirupati','FontSize',7,'HorizontalAlignment','right'); 

figure; 

   segmented_images = cell(1,3); 

rgb_label = repmat(pixel_labels,[1 1 3]); 

  

for k = 1:nColors 

    color = he; 

    color(rgb_label ~= k) = 0; 

    segmented_images{k} = color; 

end 

  

imshow(segmented_images{1}), title('objects in cluster 1');  

text(size(he,2),size(he,1)+15,'Image courtesy of Venkata 

Kotakadi, Sri Venkateshwara University-

Tirupati','FontSize',7,'HorizontalAlignment','right'); 

figure; 

imshow(segmented_images{2}), title('objects in cluster 2'); 

text(size(he,2),size(he,1)+15,'Image courtesy of Venkata 

Kotakadi,Sri Venkateshwara University-

Tirupati','FontSize',7,'HorizontalAlignment','right'); 

figure; 

imshow(segmented_images{3}), title('objects in cluster 3'); 

text(size(he,2),size(he,1)+15,'Image courtesy of Venkata 

Kotakadi, Sri Venkateshwara University-

Tirupati','FontSize',7,'HorizontalAlignment','right'); 

figure; 

mean_cluster_value = mean(cluster_center,2); 

[tmp, idx] = sort(mean_cluster_value); 

blue_cluster_num = idx(1); 

  

L = lab_he(:,:,1); 

blue_idx = find(pixel_labels == blue_cluster_num); 

L_blue = L(blue_idx); 

is_light_blue = im2bw(L_blue,graythresh(L_blue)); 

nuclei_labels = repmat(uint8(0),[nrows ncols]); 

nuclei_labels(blue_idx(is_light_blue==false)) = 1; 

nuclei_labels = repmat(nuclei_labels,[1 1 3]); 

blue_nuclei = he; 

blue_nuclei(nuclei_labels ~= 1) = 0; 

  

imshow(blue_nuclei), title('blue nuclei'); 

text(size(he,2),size(he,1)+15,'Image courtesy of Venkata 

Kotakadi, Sri Venkateshwara University-

Tirupati','FontSize',7,'HorizontalAlignment','right');figure; 

3. FLOWCHART IMPLEMENTATION 
The flow chart is derived from the algorithm based on the 

algorithm above steps. 
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The source code is implemented in the MATLAB 7.0 and the 

output simulation results are obtained in the real time 

simulation environment. 

4. RESULTS OBTAINED                                                                                                             
The following output simulation result is obtained in 

MATLAB7.0 real time environment, which takes the original 

image as the input. According to the algorithm designed the 

following output result s obtained.  

 

 

5. CONCLUSION 
We have proposed a novel algorithm for color segmentation. 

Our algorithm improves the color segmentation accuracy 

significantly. One distinctive advantage of our approach is 

that our algorithm is also provides an explicit feature for 

regions which can be used for classifications and recognitions.  
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