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ABSTRACT 

In recent research the classifications of imbalanced data sets 

have received considerable attention. It is natural that due to 

the class imbalance the classifier tends to favour majority 

class. In this paper we investigate the performance of different 

methods for handling data imbalance in the microcalcification 

classification which is a classical example for data imbalance 

problem. Micro calcifications are very tiny deposits of 

calcium that appear as small bright spots in the mammogram. 

Classification of microcalcification clusters from 

mammograms plays an important role in computer-aided 

diagnosis for early detection of breast cancer. In this paper, we 

review in brief the state of the art techniques in the framework 

of imbalanced data sets and investigate the performance of 

different methods for   microcalcification classification.    

Keywords 
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1.INTRODUCTION  

Imbalanced data classification often arises in many practical 

applications. Many classification approaches are developed by 

assuming the underlying training set is evenly distributed. 

However, those approaches are faced with a severe bias 

problem when the training set is a highly imbalanced 

distribution. There are many real-world problems those are 
faced with severe problem of learning for imbalanced class. 

The imbalanced data [1, 2, 3, 4, 5, 6] cause classifiers to 

perform poorly on the minority class. When the data are 

highly imbalanced many existing methods tend to misclassify 

the minority class. The imbalanced problem has attracted 

much attention in machine learning community. There are 

many real-world applications that are faced with class 

imbalance problem. Some examples for these applications 

include fault diagnosis, anomaly detection, medical diagnosis, 

e-mail foldering, face recognition etc. 

Breast cancer [54, 55, 56, 57, 58, 59, 60, 61] is the most 

frequently occurring cancer and one of the leading causes of 

death among women. Early diagnosis and subsequent 

treatment can significantly improve the chance of survival for 

patients with breast cancer. Mammography is the most 

effective method for the detection of early breast cancer. 

Mammograms are among the most difficult radiological 

images to interpret by radiologists. Its images are often very 

poor in contrast. It can show different features and patterns 

depending on breast anatomy and tissues density.   

Radiologists do not detect all breast cancers that are 

retrospectively detected on the mammograms.  

Mammogram facilitates a manner of automated screening 

which acts as a "second reader" to the physician. There are 

two major processes involved in the development of 

techniques that perform automatic analysis and interpretation 

of breast mammogram: Computer-Aided Detection (CADe) 

and Computer-Aided Diagnosis (CADx). Detection is the 

ability to identify potential abnormalities, such as 

microcalcification, masses, and architectural distortions.  

Diagnosis is the ability to characterize or classify a detected 

abnormal entity (architectural distortion, masses, 

microcalcification clusters) as being either benign or 

malignant.  Figure 1 shows the three important abnormalities 

which are to be detected by any CAD system on digital 

mammograms. There are a series of tasks done before CADe 

algorithms can identify suspicious regions in a mammogram. 

These include: pre-processing, segmentation, feature 

extraction, and classification.  

    
a) Spiculations         b) Calcifications c) Circumscribed lesions 

Fig. 1 Important Abnormalities 

 

Classification of real (potential) microcalcification in a 

mammogram is a classical example for class imbalance 

problem. In this paper we review novel classification methods 

for imbalance data problems and investigate the ability of 

different methods for handling data imbalance in the 

microcalcification classification. Paper is organized as follows. 

Related works that deals with class imbalance problem and 

microcalcification classification are discussed in section 2. 

Investigation of the performance of different methods in the 

microcalcification classification along with pre-processing 

method is described in section 3. Conclusion is drawn in 

section 4.  

2. LITERATURE SURVEY 
Many methods for imbalanced data for binary class and multi 

class problems are developed. Methods [1, 2, 3, 4, 5, 6, 7, 8, 9, 

10, 11, 12, 13, 14, 15, 16, 17, 18, 19]   are summarized in 

table 1.  Many other methods developed are briefed out in the 

following paragraphs.  

Vladimir Nikulin et.al.  proposed [20] an ensemble based 

method on a large number of balanced random sets. The 

proposed method is general and may be implemented in 

conjunction with different base-learners. They have concluded 

further improvement that can be achieved using more 

advanced pre-processing technique. Albert Orriols-Puig et.al. 

[21] investigated the capabilities of evolutionary on-line rule-

based systems which extracts knowledge from imbalanced 

data. Proposed methods are flexible that can be adapted to 

detect class imbalance cases and find suitable models. A 

combination of random forest based techniques and sampling 
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methods to identify the potential buyers are proposed [22] by 

Jie Gu. Proposed method showed its favourable performance 

improvement in terms of the area under the ROC. Bhavani 

Raskutti [23] reported methods on balancing training data 

which has two classes of interest in heavily unbalanced 

proportions. They focused on the case of supervised learning 

with support vector machines.  Gang Wu et.al. proposed the 

class-boundary alignment algorithm [24] to augment SVMs to 

deal with imbalanced training-data problems posed  by 

applications like image retrieval, video surveillance, and gene 

profiling.  Mikel Galar et.al. proposed [25] taxonomy for 

ensemble-based methods to address the class imbalance where 

each proposal can be categorized depending on the inner 

ensemble methodology in which it is based. They developed a 

thorough empirical comparison by other approaches.  In the 

paper [26] authors reviewed the existing methods for solving 

the class imbalance problem. They have discussed the various 

metrics used to evaluate the performance of classifiers. By 

combining both unsupervised and supervised learning they 

introduced a new approach to solve the class imbalance 

problem.  

In the paper [27] authors discussed the problem of class or 

cost imbalance. By outlining some of the trends Nitesh V. 

Chawla et.al. attempted to  chart out the progress in related 

areas of learning from imbalanced data sets. They discussed 

many issues that stimulate new directions and solutions. These 

directions and solutions lead to both theoretical insight and 

practical applications. Suzan Koknar-Tezel et.al.  presented an 

innovative approach [28] that augments the minority class by 

adding synthetic points in distance spaces. The proposed 

approach used Support Vector Machines for classification.   

Haibo He et.al. discussed [29] new challenges and critical 

problem in the knowledge discovery and the imbalanced 

learning problem. Their discussions of the fundamental nature 

of the imbalanced learning problem, the state-of-the-art 

solutions used to address critical problem, and the several 

major assessment techniques used to evaluate the problem 

served as a comprehensive resource for existing and future 

knowledge discovery and data engineering researchers and 

practitioners.  Seyda Ertekin et.al. developed an efficient 

method [30] for active selection of informative instances from 

a randomly picked small pool of samples.  In the proposed 

method they have maintained the same or achieving even 

higher g-means values by using less number of training 

instances in the SVM model.  Xing-Ming Zhao in their article 

[31] presents a new technique for protein classification with 

imbalanced data. They proposed a new algorithm to overcome 

the imbalanced problem in protein classification.  J. Burez, D 

et.al. used more appropriate [32] evaluation metrics. These 

metrics are AUC and lift. They investigated the increase in 

performance of random and advanced under-sampling and 

two specific modelling techniques. Baek Hwan Cho et.al. 

accurately predicted the onset of diabetic nephropathy. They 

effectively applied various machine learning techniques [33] 

to irregular and unbalanced diabetes dataset. Those methods 

include support vector machine (SVM) classification and 

feature selection methods.  For evaluating imbalanced dataset 

authors introduced a novel measure [34] as a better alternative. 

They provide a theoretical background for the new evaluation 

technique that is designed to cope with cost biases.  Sireesha 

Rodda et.al. in their paper [35] presented a method in learning 

from multi-class imbalanced dataset. The proposed method 

does not break dataset into a series of binary class datasets. 

For estimating the quality of classification rule they 

introduced a new measure called normalized strength score.  

Many methods [ 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 

48, 49, 50, 51, 52, 53] are developed for the microcalcification 

classification. Many methods proposed in the literature results 

in less classification accuracy in terms of Az (Area under 

ROC curve). The reason is the difficulty in dealing with 

imbalanced data set. Many machine learning algorithm fail in 

dealing with imbalanced data set. We will investigate the 

performance of different methods for the classification of 

microcalcification.  

3. EXPERIMENTAL ANALYSIS 
Data collection of imbalanced datasets related to 

microcalcification for experimental analysis is extracted from 

MIAS database and this involves some steps. These steps are 

discussed in the following 2 subsections.  Last subsection 

summarizes the performance of different methods for 

microcalcification classification.  

3.1 Preprocessing 
We have applied some preprocessing steps to remove the 

artifacts, and noises in the mammograms. Also the pectoral 

muscle is segmented to reduce the processing area. Median 

filter of size 3X3 is used to remove the noise. It is the 

nonlinear filter used to remove the impulse noise from an 

image. To remove the artifacts the mammogram is opened 

using a suitable structuring element, and then it is 

reconstructed. It is followed by thresholding the difference 

image with value 102. Morphological operators are applied to 

smooth irregularities and Sobel edge detector is used to detect 

the edge. Detected breast contour is superimposed on original 

image. Figure 2 shows the results of these steps for a MIAS 

image.  

 
 

Fig 2. Breast contour superimposed on the original image 

Segmentation of pectoral muscle uses wavelet decomposition 

(Daubechies Wavelet) of fourth level and edge detection using 

Canny filter. Figure 3 shows the result of these steps in a 

MIAS image. 

 
 

Fig 3. Pectoral muscle identified in the above image 

Identified pectoral muscle edge is superimposed on original 

image. For more details of our work refer [62]. Then binary 

images are created from each segmented image that is 

intended for helping automatic cropping procedure so the 

image will contain only the ROI.  
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3.2 Detection of Signals (Potential Micro 

calcification) 
This data collection phase uses only 22 MIAS images 

preprocessed in the previous phase  since these images contain 

the microcalcification inside the boundaries of breast. To 

detect the signals, which are called as the potential 

microcalcification, construct a DoG filters and apply 

sequentially to the images obtained from previous phase by 

varying the binarization threshold. The points obtained after 

the application of each filter is added to the points obtained 

previously. The remaining DoG filter is used in the same way 

to the points obtained. These points are selected as the signals 

(potential microcalcification) according to the region area, 

gray level, and gray gradient. The resultant signals are 

preclassified into microcalcification and not-

microcalcification according to the available truth information. 

Only 0.4% of signals are microcalcification and 99.6% are not. 

We employed approach as in [63] for these steps. Because of 

this imbalanced distribution of classes data sampling is 

necessary. 35 features are extracted from each potential 

microcalcification related to their contrast and shape. Features 

are passed through a feature selection process and 5 relevant 

features are extracted.   

3.3 Investigation of different methods 

The main objective of the study is to evaluate the performance 

of the different classifiers. For data sampling we used SMOTE, 

Locally linear embedding, and four versions of SMOTE + 

Complementary Neural Network (CMTNN). In order to 

demonstrate that the proposed sampling technique can assist 

classification of imbalanced data, several classification 

algorithms are used. They are ANN, SVM, Bayesian 

Networks, and k-NN. The results of classification are 

evaluated and compared in terms of performance. Table 2 

shows the comparison results.  

4.  CONCLUSION 
There are many real-world applications, where uneven 

distribution of data patterns is very common. In these cases 

number of training samples of a minority class is much 

smaller compared to other majority classes. Microcalcification 

classification is one classical example for imbalanced data 

problem. In this paper, we review in brief the state of the art 

techniques in the framework of imbalanced data sets, and 

investigate the performance of different methods for handling 

data imbalance in the microcalcification classification. A 

range of alternative classifiers are selected and datasets are 

prepared or sampled in order to assess the performance. 

Future research work can be focused on medical images with 

intractable geometric complexity in data classification.  

 

Table 1. Methods on class imbalanced data problems

Method used Dataset used   Other  

methods taken 

for analysis 

Remarks Future work 

[1] Bi-class problem  

Based on SVM and 

backward pruning 

technique 

1484 samples collected from 

SWISS-PROT 

          and 

Hyperspectral/Polarimetric target 

detection 

SVM-based 

weighting method 

Proposed method outperforms 

SVM-based weighting method.  

Employ other pruning 

method such as branch and 

bound. 

[2] Bi-class problem  

 Linear embedding 

algorithm incorporated 

on conventional 

SMOTE algorithm 

  

Three datasets are collected from 

several chest x-ray image 

databases. Sample size of three 

data sets is 1180, 1530, and 1164 

with minority classes of .038%, 

0.029%, and 0.042%   

respectively.  

SMOTE algorithm Proposed method outperforms 

conventional SMOTE 

algorithm 

 

Naïve Bayesian, K-NN   and 

support vector Machine 

classifiers are used for 

classification 

Application of proposed 

method on other medical 

images with intractable 

geometric complexity in 

data classification. 

[3] Bi-class problem  

Adopted two methods. 

1. [Cost-sensitive] 

     Random Forest 

2. Sampling technique     

    +  Ensemble idea 

Oil, Mammography, Satimage, 

Hypothyroid, Euthyroid, KDD 

thrombin of size 937, 11183, 

6435, 2520, 2640, and 2543 

respectively. Percentage of 

Minority class is 4.4, 2.3, 9.7, 4.8, 

9.1, and 7.6 respectively.  

SHRINK, SMOTE, 

and SMOTEBoost 

Proposed two methods 

outperform SHRINK, 

SMOTE, AND SMOTEBoost. 

Performance of the two 

proposed methods under 

label noise.   

[4] Bi-class problem  

Kernel-Based Two-

Class Classifier using 

orthogonal forward 

selection 

Synthetic data, Pima Indian 

diabetes data,  Haberman data, 

ADI data, Satimage data 

1-NN, 3-NN, SVM, 

SUPANOVA, 

RIPPER, SMOTE, 

SMOTE-Boost, 

BRF, WRF 

Proposed method outperforms 

all other method.  

Underlying assumption of 

the procedure may no 

longer be suitable for 

imbalanced data sets. So 

research on the suitability 

of the procedure over 

imbalanced data set is 

necessary   

[5] Bi-class problem  

SVM-WEIGHT 

      GSVM-RU 

      SVM-SMOTE 

     SVM-RANDU 

Oil, Mammography, Satimage, 

Abalone (19 vs. other),  Abalone 

(9 vs. 18), Yeast (ME2 vs.other), 

Yeast (CYT vs. POX) 

WRF, AdaCost, 

KBA, SMOTE-

Boost 

GSVM-RU outperforms all 

other classifier 

Future research can be 

focused on comparison 

study on other benchmarks 

with highly imbalanced 

data sets 

[6] Bi-class problem  

Two different versions 

of infinitely 

imbalanced logistic 

regression with 

Gaussian k=1 and 

k=10. 

Landmine, and Watermine dataset LR IILR outperforms LR Make IILR approach 

suitable for datasets in 

which the data points of the 

rare class do not cluster 

tightly. Other future work 

can be focused on other 

applications with severe 

class imbalance.  

[7] Bi-class problem  

Hierarchical fuzzy rule 

based classification 

system 

22 data sets with low imbalance 

and 22 data sets with high 

imbalance.  For details refer [7].  

Chi-3, Chi-5, 

Ishibuchi05, E-

Algorithm, c4.5 

Proposed method outperforms 

all other methods.  

Inclusion of a multi-

objective GA for rule 

selection 

[8]  Sampling based on 

clustering (SBC),  SBC 

Synthetic dataset of 10,000 

samples.  

AT, RT, Nearmiss-

2 

For real dataset SBC 

outperforms all other method 

Future research can be 

focused on comparison 
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with Nearmiss-1, SBC 

with Nearmiss-2, SBC 

with Nearmiss3, SBC 

with most distance, and 

SBC  with most far 

 

 

Census-Income datasets (real 

dataset) of 30,162 samples. 80% 

used for training and 20% used for 

testing. 

 

Overdue detection database (real 

dataset) of 62,309 for training and 

63,532 for testing.  

 

For synthetic dataset SBC and 

RT is most suited.  

study on other benchmarks 

with highly imbalanced 

data sets.  

[9] Bi-class problem  

Classifier established 

by Mahalanobis-

Taguchi System (MTS) 

Wisconsin, Letter, Heart disease 

Shuttle, Covtype 

SDA, C4.5, BPN, 

SVMs 

Proposed method outperforms 

all other method 

Future research can be 

focused on the extension of 

MTS and the research to 

multiclass tasks 

[10] Bi-class problem  

Information 

granulation based data 

mining 

Two balanced datasets and 

unbalanced datasets from UCI 

machine learning repository 

NN (BP) Proposed method outperforms 

NN. 

To reduce the data 

dimension more 

sophisticated tool can be 

used. 

[11] Bi-class problem  

SVM based active 

learning (AL) selection 

strategy 

8 datasets of Reuters, 5 datasets 

from Citeseer, 3 datasets from 

UCI, USPS, MNIST-8 

Batch, US, 

SMOTE, DC 

AL outperforms in 12 out of 

18 cases. No risk of losing 

information 

Future research work can 

be focused on medical 

images with intractable 

geometric complexity in 

data classification 

[12] Bi-class problem  

Combination of 

supervised learning and 

unsupervised clustering 

to handle imbalanced 

data set.  

Liver, Hepatitis, Pima diabetes, 

and Wisconsin 

RPROP Modified RPROP (Mod-

RPROP) has higher values of 

G-mean and F-measure than 

RPROP. But similar 

classification rate for both. 

Future research can be 

focused on highly 

imbalanced data sets of 

very less imbalanced ratio < 

0.1 

[13] Bi-class problem  

Four combination of 

SMOTE and 

complementary neural 

network (CMTNN) to 

handle problem of 

classifying imbalanced 

data. 

 

Three classifiers used 

are ANN, k-NN, and 

SVM 

Pima Indian diabetes data, 

German credit data, 

Haberman’s survival data, SPECT 

Heart data.  

ENN, Tomek links, 

and SMOTE to 

handle problem of 

classifying 

imbalanced data.  

For ANN   classifier, four 

combination of SMOTE and 

CMTNN outperforms others. 

 

For SVM classifier 

Tomeklinks and one 

combination of 

(SMOTE+CMTNN) 

outperform other. 

For k-NN classifier, two 

combination of SMOTE + 

CMTNN  

The number of instances 

removed by the proposed 

method is a major issue in 

the classification accuracy 

of the imbalanced data and 

this issue has a future 

scope.  

[14] Multi-class 

problem  

Cost sensitive boosting 

algorithm  

(AdaC2.M1) 

Car data, New thyroid data, and 

Nursery data from UCI machine 

learning database 

 

AdaBoost.M1 AdaC2.M1 outperforms 

Adaboost.M1 

Further research can be 

focused on the modification 

of AdaC2.M1 where the 

learning speed is a crucial 

issue.  

[15] Bi-class problem  

Clustering based 

classification (CLU-

SUMO)  

Datasets from MediaMill 

Challenge Problem 

SUMO, NB, NN, 3-

NN, Ada, DTree, 

MP 

CLU-SUMO outperforms all 

other methods 

To avoid the over fitting 

problem experiments 

pertain to the influence of 

the cluster size K of the 

proposed framework should 

be conducted  

[16] Bi-class problem  

Active Learning 

Heuristic (SALH) + 

Wilcoxon-Mann-

Whitney (WMW) 

6 unbalanced datasets from UCI 

repository 

Abalone, Thyroid, Opt.Digits, 

Solar Flare, Adult, Liver 

C4.5, Naïve Bayes, 

Canonical GP, GP 

under SALH 

SALH+WWW outperforms all 

other method 

Future work can be focused 

on the significance of 

fitness function in GP 

classifier 

[17] Bi-class problem 

k-Nearest Neighbor 

Approach ( 1-NN, 3-

NN, 5-NN, 7-NN, 9-

NN) 

Dataset of 300 MEDLINE 

abstracts 

 

C5.0 5-NN outperforms all other 

methods 

Future research work can 

be focused on Investigation 

of the effect of over-

sampling on the k-NN 

approach.  

[18] Bi-Class problem 

Ensemble-based 

learning algorithm 

(DataBoost.IM) 

 

16 datasets from UCI data 

repository 

C4.5, AdaBoost MI, 

DataBoost, 

AdaCost, CSB2, 

SMOTEBoost 

DataBoost.IM outperforms all 

other methods 

Extend DataBoost.IM for 

noisy data, and multi-class 

problem.  

[19] Multi-class 

problem   

3 classifier ( min. 

distance , k-NN, and 

fuzzy k- nearest) + 22 

data preprocessing 

methods 

 

6 different types of weld flaws  

 

        ---- 

1-NN + AHC-KM  

preprocessing method is best 

suited among all. 

Future work can be focused 

on development of 

evaluation criteria for 

multi-class, application of 

feature selection together 

with data preprocessing 

method, and application of 

other classifiers on the 

same data sets 
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Table 2. Performance of classifiers 
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