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ABSTRACT 
Enterprise Credit Risk becomes important issue in financial and 

accounting.  It includes bankruptcy prediction, financial 

distress, corporate performance clustering / prediction and credit 

risk estimation.  This research aims to provide a state-of-the art 

review of the relative literature and indicate relevant research 

opportunities.  We found that the current research trends are 

necessary a method for reduction the feature subset, many 

hybrids SVM based model and rough model are proposed.  

Another consideration which requires future research is the 

evaluation of relative cost of TypeⅠand TypeⅡerrors. 
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1. INTRODUCTION 
Credit risk assessment is an area of renewed interest in both the 

academic world and the business community [59]. Financial 

distress is a term in corporate finance used to indicate a 

condition when promises to creditors of a company are broken 

or honored with difficulty.  Sometimes financial distress can 

lead to bankruptcy.  Financial distress is usually associated 

with some costs to the company; these are known as costs of 

financial distress. Through financial distress lead to enterprise‟s 

bankruptcy, therefore financial distress is also called default risk.  

The financial crisis means that business enterprise loses the 

ability of payment, has no capability to play expired liability or 

expenses and appears asset value less than issued debt.  Once 

the enterprise occur financial crisis, it will bring great loss for 

executive and financial institution.  Financial distress 

prediction is of interest not only to managers but also to external 

stakeholders of company.  For financial institutions, poor 

decision when granting credit to corporations in either losing 

potentially valuable clients or incurring substantial capital loss 

when the client subsequently defaults [16].  

Enterprise financial distress or failure has been a focal point of 

issue in financial analysis.  Use of financial data or financial 

ratio to predict enterprise financial distress / failure has been the 

major methodology for this research topic ([14], [23], [51], [63]). 

Financial distress prediction became a critical accounting and 

financial research area since 1960s in Europe and American.   

Research on enterprise financial distress or failure and the 

application of its outcomes is a relative new research field.  

The aim of the present study is to provide a state-of-the art 

review about current research efforts in financial distress or 

failure.  This review introduces the reader to specific topics 

concerning research objectives and method employed.  This 

study tries to address the following questions: 

‧ What are the specific financial application areas to evaluate 

the distress methods have been applied? 

‧ What methods have been applied and to what extend. Do 

these methods outperform previous more traditional 

methods? 

‧ What are the relative performance metrics considerations? 

 

This study helps the researcher to avoid overlapping efforts and 

benchmark his/her practices against new developments.  

Another aim of this study is to indicate fertile areas for further 

research work in the area. 

 

2. RELATIVE WOTK 

2.1. Literature review 
Financial distress prediction become a critical accounting and 

finance research area since 1960s.  Multiple discriminant 

analysis (MDA) developed a Z-score bankruptcy prediction and 

determine a outpoint Z-score (2.675) to classify healthy and 

distressed firms [1].  However, the MDA models assume the 

covariance matrices for two populations are identical and both 

populations need to be described by multivariate normal 

distribution [56]. If the assumptions regarding the identical 

covariance matrices and multivariate normal distribution are 

met, MDA is likely to be more efficient than Logistics 

regression [56]. Logistics regression is a form of linear 

regression.  This model can predict a discrete outcome from a 

set of variables that may be continuous, discrete, dichotomous, 

or a mix of any of these.  The first to apply the Logistic 

Regression model to financial distress prediction research was 

[45].  The conditional probability model becomes a popular 

technique in bankruptcy prediction domain [63].  The other 

researcher such as ([29], [36], [40]-[41]) studied the corporation 

credit default based on Logistics regression or risk model. 

The non-parameter statistical analysis tool adopted in the 

literature about the financial crisis prediction was K-Nearest 

Neighbor approach (K-NN) ([22], [34]), Cluster analysis, these 

tools are trying to express the relationship among the variables 
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by using the fuzzy measurement and through the α – cut process.  

The mathematical programming, discriminant analysis method 

and compare its performance with logistic regression, K-NN 

classifier and support vector machine technique is presented in 

[21].  The classification methods are binary classification 

methods in term of predictive and classification accuracy using 

fourteen datasets [71].  The classification accuracy of K-NN, 

support vector machine and neural network, without feature 

selection was explored by [33].  The results indicate that 

integrating these methods with effective feature selection 

approaches lead to more accurate classification.  

Bayesian network (BN) models for early warning of bank 

failures was developed by [50].  They found that both a BN 

model and a composite attribute BN model have comparable 

performance to the well-known include decision tree 

classification algorithm.  Some other techniques are Bayesian 

interface [24], Bayesian learning and Dempster-Shafer theory 

[46], Bayesian approach [53] and naïve Bayesian [3]. Unlike 

most regression techniques, BNs do not have any requirements 

on the underlying distributions of variables.  BNs can easily 

model complex relationships among variables including partial 

mediators and interaction effects.  BNs do not require complete 

information for observations. 

Recently, the support vector machines (SVM) has been used in 

financial applications such as credit rating, time series 

prediction and insurance claim fraud detection. SVM is also 

used to financial distress prediction research [51].  For 

example, use SVM in Taiwan‟s issue credit rating system [13].  

The credit scoring with a data mining approach based on SVM 

is presented in [19].  Some research are integration of two 

approaches, such as [31], they studied prediction model building 

with clustering - launched classification and support vector 

machines in credit scoring, [20] studied credit rating analysis 

with support vectors machine and neural networks: a market 

comparative study.  Some other techniques, such as kernel 

learning methods [65], Least squares support vector machine 

ensemble models [69], hybrid support SVM ([9], [14], [26]) 

used support vector machines for default prediction of SMEs 

based on technology credit. 

The theory of rough sets has emerged as another method for 

dealing with uncertainty using from inexact or incomplete 

information [47].  Predicting financial distress /failure are 

developed due to the advantage of computer and information 

science, such as neural networks, decision tress and rough sets 

approach ([15], [42]).  Rough sets are a new technique for data 

mining domain application. A new rough set model based on 

database systems is presented in [18].  in probabilistic rough 

sets, ([60], [61]) used fuzzy sets in the probabilistic rough set 

model and fuzziness in probabilistic rough sets.  Some other 

techniques, such as neural- fuzzy [58], integrating fuzzy rule 

and K-NN method [28], optimized fuzzy classifier [30], fuzzy 

markov model [38], and multi-criteria fuzzy logic [64].  

Decision tree is a classification and predication and prediction 

method, which successively divides observations into mutually 

exclusive subgroup.  A decision diagrams in machine learning 

to empirical study on real-life credit risk data is presented in 

[43].  In predict business failure, [37] used classification and 

regression tree.  Some other techniques, such as [68] used 

multi-objective genetic programming approach to developing 

Pareto optimal decision tree, [39] applied machine learning 

techniques and statistical models to determine insurers rating. 

Survival analysis (SA) was originally developed for studying 

time from commencement treatment until depth.  SA can 

predict the time until the event will occur instead of predicting 

the probability of occurrence an event.  SA application in 

credit scoring, such as  Survival analysis methods for personal 

loan data [54], Reject interface in credit operation [52], 

Corporate credit risk model and the macroeconomy [7], 

modeling probability using survival combination scores [2] and 

Modeling consumer credit risk via survival analysis [6].  

From the early 2000s, some other credit scoring modeling 

techniques were also employed in the bankruptcy prediction 

research area and have shown good performance.  This model 

is called soft-computing, including the Rough Sets approach 

[42], Grey Relational Evaluation, Genetic algorithm with K-NN 

(k-nearest neighbor) and Genetic algorithm with Neural 

Network [35].  The artificial neural network vs. linear 

discriminant analysis in credit rating forecast was to 

comparative study of predication performance [27].  There are 

ongoing efforts during the past decade to integrate fuzzy logic, 

artificial neural network (ANN), and genetic algorithm (GA) to 

build efficient systems in soft computing paradigm [5].  

Hybrid model are credit scoring models which are developed by 

integrating two or more existing model. This type of methods is 

difficult to formulate and implement than simple methods.  

Apply the neural network and multivariate discriminate analysis 

model to financial distress prediction research [44].  ([48] ,[57]) 

used the neural network, multivariate discriminate analysis 

Logistic model and decision tree to financial distress prediction 

research.   The intelligent techniques contain rough sets, soft 

computing, NN, Fuzzy logic, CBR, and decision tree.  For 

example, [32] used a two-stage hybrid credit scoring model 

using artificial neural networks and multivariate adaptive 

regression spines.  In combination of two model, [70] used 

Rough set theory and GA-based SVM to evaluate credit risk.  

Some other techniques, such as integrating genetic 

programming and support vector machine [67], A intelligent 

system for credit risk evaluation [66], Combination of feature 

selection approaches and SVM.  

2.2. Enterprise financial status index 
The financial comprehensive evaluation refers to analyze the 

financial situation and management achievement of the 

company by using the financial indicators that are reflected in 

the financial report.  In financial reporting analysis, which 

have five factors for enterprise financial failure [17]. The 

measured attribute are financial structure, earning ability, debt 

paying ability, operation ability and cash flow. 
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TABLE 1. Enterprise financial status indictor 

 
 Financial distress index 

Financial structure Debt ratio 

Stockholder / total assets 

EPS (earning per share) 

Earning ability :ROA (Return on total assets) 

ROE (Return on Stockholders equity) 

Profit margin 

Earning per share 

Operating ability Fixed Assets turnover ratio 

Account receivable turnover ration 

Average collection period 

:Inventory turnover ratio 

Average days to sell the Inventory 

Debt paying ability Current ratio 

Quick ratio 

Time interest earned 

Cash flow Cash flow ratio 

Cash flow adequacy ratio 

Cash flow reinvestment ratio 

Growth Revenue growth ratio 

Stockholder‟s equity growth ratio 

Total assets turnover growth ratio 

Income from operation growth ratio 

Earning before taxes growth ratio 

TABLE 2. Enterprise credit risk mode 

Category Area Some Approach 

Statistical model Parametric Statistical 

Method 

1. Discriminant analysis 

2. Linear multi discriminant analysis 

3. Logistic regression 

4. Bayesian risk Discriminant analysis 

Non-Parametric Statistical 

Method 

1. K- nearest neighbor 

2. Cluster analysis 

Neural Networks Machine learning 1. Multilayer perception 

2. Back propagation 

3. Radial function neural network 

3. Probabilistic neural network  

4. Self-organized competition 

Learning  

vector 

Machine learning Support Vector Machine 

Soft-computing Reduction attributes 1. Rough sets of reduction knowledge 

2. Grey relational of reduction knowledge 

3. Genetic algorithm of reduction knowledge 

4. Fuzzy-Rough Sets Approach 

Survival analysis 

(SA) 

Time to event data analysis 1. Credit risk modeling based on SA 

2. Corporate credit risk and the macro economy 

Hybrid models Combination of two or more 

techniques 

1. Rough - K Nearest Neighbor  

2. Rough Sets – Neural Network 

3. Fuzzy-Rough Sets - Nearest Neighbor 

4.  Fuzzy- Nearest Neighbor 

5.  Support Vector Machine with Nearest Neighbor 

6.  GA-based neural network approach 

7.  Ant Colony Algorithm based on quick-reduct algorithm 
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3. THE METHODS OF CTRDIT RISK 

MODEL 

The methods of enterprise credit risk modes include statistical 

model, neural network, learning vector, soft-computing, and 

hybrid models.  Table 2 denoted as enterprise credit risk model. 

Popular methods that will be mentioned in study are Neural 

networks, Bayesian classifier, Discriminant analysis, Logistic 

regression, K-nearest neighbor, Decision tree, Case base 

reasoning, Support vector machine,  Software computing, 

Fuzzy rule-based system, Generic algorithms, Grey relation, and 

Hybrid models.  

 

⊙ Neural network: 

Neural networks are mathematical representations inspired by 

the functioning of human brain.  Many type of neural networks 

have been suggested in the literature of both supervised and 

unsupervised learning.  They are powerful tools for unknown 

data relationship modeling.  Neural networks able to recognize 

the complex pattern between input and output variables then 

predict the outcome of new independent input data.  The 

advantage of NN is that they act as black boxes as it is difficult 

to humans to interpret the way NN reach their decision.  

Another criticism on NN is that a number of parameters like the 

network topology must be defined empirically.  However, 

algorithms have been proposed to extract comprehendible rules 

from NN. 

⊙Survival analysis 

Survival analysis is a branch of statistics which deals with death 

in biological organisms and failure in mechanical systems. This 

topic is called reliability theory or reliability analysis in 

engineering, and duration analysis or duration modeling in 

economics or sociology.  This is a new credit scoring model.  

The conventional method can distinguish good borrowers from 

bed ones at the time of load application, but this model can 

compute probability of the customer over the customers‟ 

lifetime and perform profit scoring.   

⊙ Bayesian classifier 

A Bayes classifier is a simple probabilistic classifier based on 

applying Bayes' theorem with strong (naive) independence 

assumptions. A more descriptive term for the underlying 

probability model would be "independent feature model".  

Depending on the precise nature of the probability model, Bayes 

classifiers can be trained very efficiently in a supervised 

learning setting.  In many practical applications, parameter 

estimation for Bayes classifier uses the method of maximum 

likelihood; in other words, one can work with the Bayes 

classifier without believing in Bayesian probability or using any 

Bayesian methods.  The major disadvantage of this model is 

that the predictive accuracy is highly correlated with this 

assumption.  An advantage of this method is that it requires a 

small amount of training data to estimate the parameters (mean 

and variances of the variables) necessary for classification. 

⊙ Discriminant analysis 

Linear discriminant analysis (LDA) studied by Fisher's is an 

alternative to logistic regression that assume the explanatory 

variables follow a multivariate normal distribution and have a 

common variance-covariance matrix.  This method is used to 

classifying observation in two classes.  The objective of this 

method is to minimize the distance within each group and 

maximize the distance between different groups using 

discriminant function.   

 

⊙ Logistic regression 

Logistic regression is used for prediction of the probability of 

occurrence of an event by fitting data to a logistic function.  It 

is a generalized linear model used for binomial regression. Like 

other forms of regression analysis, it makes use of one or more 

predictor variables that may be either numerical or categorical.  

Logistic regression is used extensively in the medical and social 

sciences fields, as well as marketing applications such as 

prediction of a customer's propensity to purchase a product or 

cease a subscription.  The advantages of this method are that 

logistic regression does not assume linearity of relationship 

between the independent variables and the dependent, does not 

require normal distribution variables and the weakness of the 

model is that the independent variables be linearly related to the 

log it of dependent variable.  

 

⊙ K-nearest neighbor 

K-NN classification for test set from training set. For each row 

of the test set, the k nearest (in Euclidean distance) training set 

vectors are found, and the classification is decided by majority 

vote, with ties broken at random. If there are ties for the kth 

nearest vector, all candidates are included in the vote.  K-NN is 

a type of instance-based learning, or lazy learning where the 

function is only approximated locally and all computation is 

deferred until classification.  For each new observation this 

method explores the pattern space for the K-NN that are closet 

to the new observation in term of distance between the 

explanatory variable.  The new observation is assigned to the 

class which its most K-NN belong to that class. 

⊙ Decision tree 

A decision tree is a decision support tool that uses a tree-like 

graph or model of decisions and their possible consequences. 

Decision trees are commonly used in operations research, 

specifically in decision analysis, to help identify a strategy most 

likely to reach a goal. Top node in this tree is the root node 

which a decision is supposed to take on it.  In each inner node, 

it is done a test on an attribute or input variable.  Each branch 

which follows that node lead to the result of the test, and the 

classes are represented by left nodes.  Classification trees are 

used when the response variable is quantitative discrete or 

qualitative. The advantage of this method is that it is a white 

box model and so it is simple to understand and explanation, but 

the limitation of this model is that, it can not be generalized a 

designed structure for one context to the other contexts.  

 

⊙ Case base reasoning 

Case-based reasoning (CBR), broadly construed, is the process 

http://en.wikipedia.org/wiki/Statistical_independence
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of solving new problems based on the solutions of similar past 

problems. Key issues in CBR are the similarity measure and the 

retrieval of similar case. Popular matching techniques are K-NN, 

inductive learning and knowledge guide.  K-NN assesses the 

similarity of two cases by calculating their Euclidean distance.  

This approach assumes that all features are equally relevant.  

Since this is not always in the case, improved algorithms 

introducing weighted features have been proposed. 

⊙ Support vector machine 

Support vector machine (SVM) is a powerful learning algorithm 

based on recent advances in statistical learning theory.  SVM is 

learning systems that use a hypothesis space of linear functions 

in a high-dimensional space, trained with a learning algorithm 

from optimization theory that implements a learning bias 

derived from statistical learning theory.  SVM has recently 

become one of the popular tools for machine learning and data 

mining and can perform both classification and regression. 

SVM uses a linear model to implement non-linear class 

boundaries by mapping input vectors non-linearly into a 

high-dimensional feature space using kernels.  The training 

examples that are closet to the maximum margin hyperplane are 

called support vectors.  The support vectors are then used to 

construct an optimal linear separating hyperplane or a linear 

regression function in this feature space.  The advantages of 

this method are that, in the nonparametric case, SVM requires 

no data structure assumptions such as normal distribution and 

continuity.  The weaknesses of this method are that, it is 

difficult to interpret uncle the features interpretable and standard 

formulation do not contain specification of business constraints. 

⊙ Rough set theory 

Rough set was introduced by [47].  Rough set theory can be 

regarded as a new mathematical tool for imperfect data analysis. 

The theory has found applications in many domains, such as 

decision support, engineering, environment, banking, medicine 

and others. Rough set is a formal approximation of a crisp set 

(i.e., conventional set) in terms of a pair of sets which give the 

lower and the upper approximation of the original set. In the 

standard version of rough set theory, the lower- and 

upper-approximation sets are crisp sets, but in other variations, 

the approximating sets may be fuzzy sets.   

⊙Fuzzy rule-based system 

Fuzzy rule-based system: It helps to creditors in designing rules 

that accurately derive the credit score with explanation, while 

most of credits scoring models focus on estimating a score 

without explanation how the results obtained. The advantages of 

this model are that the fuzzy rules are capable of handling both 

quantitative and qualitative factors, so if there are a large set of 

inputs, scoring results will be less sensitive to small 

measurement errors [25]. 

⊙ Generic algorithms 

Genetic algorithm (GA) is a search heuristic that mimics the 

process of natural evolution. This heuristic is routinely used to 

generate useful solutions to optimization and search problems. 

Genetic algorithms belong to the larger class of evolutionary 

algorithms (EA), which generate solutions to optimization 

problems using techniques inspired by natural evolution, such as 

inheritance, mutation, selection, and crossover.   

⊙ Hybrid models 

Hybrid models are credit scoring models which are developed 

by integrating two or more existing models [55].  The 

advantage of these models is that the creditor can benefit from 

the advantages of two or more methods and also they can 

remove the weakness of a model by combination them with the 

other models, but this type of models are difficult to formulate 

and implement than simple methods [25]. 

4.  FUTURERESEARCH ISSUES 

There are many fertile areas of future research.  Most of 

researches seem to prefer the neural network method.  Since to 

improve the performance of this method, it is necessary a 

method for reduction the feature subset such as rough sets, 

many hybrid SVM based model are proposed.  Rough sets are 

an effective mathematical analysis tool to deal with vagueness 

and uncertainty in the area of area of decision analysis.  Rough 

sets theory is applied for rule extractions reduction on (fuzzy) 

information system without lose their information.   

The basic accuracy is computed as the proportion of correct 

classifications or prediction.  TypeⅠerror as the number of 

„actually poor performance banks‟ predicted as „adequate 

performance banks‟ expressed as percentage of total poor 

performance banks and TypeⅡ error as the number of „actual 

adequate performance banks‟ predicted as „poor performance 

banks‟ expressed as a percentage of total adequate performance 

banks.  The objective of this present study is primarily to 

develop a new hybrid architecture in the soft computing 

paradigm to achieve low TypeⅠerror as well as high overall 

accuracy for small community banks.  From the business 

perspective, TypeⅠerror is more detrimental than TypeⅡ error.  

Thus a good prediction model should have lower TypeⅠerror.    

A future research direction may be the development and 

application of soft computing and hybrid models.  Soft 

Computing became a formal Computer Science area of study in 

early 1990's. Earlier computational approaches could model and 

precisely analyze only relatively simple systems. More complex 

systems arising in biology, medicine, the humanities, 

management sciences, and similar fields often remained 

intractable to conventional mathematical and analytical methods. 

That said, it should be pointed out that simplicity and 

complexity of systems are relative, and many conventional 

mathematical models have been both challenging and very 

productive. Soft computing deals with imprecision, uncertainty, 

partial truth, and approximation to achieve practicability, 

robustness and low solution cost.  Components of soft 

computing include: 

 Neural networks (NN) 

 Fuzzy systems (FS) 

 Evolutionary computation (EC),   including: 

Evolutionary algorithms, Harmony search 
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 Swarm intelligence 

 Ideas about probability including: Bayesian network 

 Chaos theory 

 Perception 

Soft computing techniques resemble biological processes more 

closely than traditional techniques, which are largely based on 

formal logical systems, such as sentential logic and predicate 

logic, or rely heavily on computer-aided numerical analysis (as 

in finite element analysis).  Soft computing techniques are 

intended to complement each other [49]. 

In order to develop a robust prediction system, a number of 

models taken from neural networks, statistics, decision tree, 

generic algorithms, case base reasoning, Support vector 

machine, bayesian classifier, and fuzzy rule based classifier will 

have to be seamlessly integrated, implemented, tested and 

validated.  Support vector classification technique based on the 

idea of structure risk minimization.  Fuzzy set are capable in 

corporate data.  Thus, using the advantage of machine learning 

and fuzzy sets prediction accurate implemented for analyzing 

predictors as financial ratios.  [8] and [59] used fuzzy support 

vector machine for bankruptcy prediction.   [4] used neural 

network rule extraction and decision table for credit-risk 

evaluation. [12] integrate of decision tree classification and 

logistic regression for prediction corporate financial distress.   

 

5.  CONCLUSION 

Bankruptcy prediction seems to be popular topic of the 

application of data mining techniques on financial data.  

Corporate bankruptcy causes economic damages for 

management, investors, creditors and employees together along 

with social cost.  For these reasons bankruptcy predict, credit 

scoring is an important issue in finance.  In this research we 

review the paper which had applied statistic model, neural 

networks, learning vector, software-computing and hybrid 

model in credit risk problem.   We research almost all paper 

which focused on methods from 2003 to 2011.  We found that 

(1) the specific applications areas include in the field of auditing 

refer to bankruptcy prediction, financial distress, management 

fraud, and corporate performance prediction.  (2) Most of 

researches seem to prefer the neural network method.  (3) 

Since to improve the performance of this method, it is necessary 

a method for reduction the feature subset, many hybrids SVM 

based model and rough model are proposed. (4) Another 

consideration which requires future research is the evaluation of 

relative cost of TypeⅠand TypeⅡerrors. (5) We propose the 

models which have the ability of estimation the probability of 

default, and also are simple to interpret and understand. (6) 

Survival analysis will be a new credit scoring model. 
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