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ABSTRACT 

The analysis of customer behavior is used to maintain good 

relationship with customers. It maximizes the customer 

satisfaction. We can also improve customer loyalty and 

retention. The aim of this paper is to develop a very useful 

trend for launching products with configurations for 

customers of different gender based on past transactions.  

Based on the previous transactions of the customers, 

prediction is done and data is estimated with the help of 

clustering and association rules. This paper proposes an 

effective method to extract knowledge from transactions 

records which is very useful for increasing the sales. 

Customer details are segmented using k-means and then 

Apriori algorithm is applied to identify customer behavior. 

This is followed by the identification of product associations 

within segments. This paper aims to develop a new trend and 

launch a new series of products using the previous 

transactions of the customers. 

General Terms 

Clustering analysis, Association rules  

Keywords 
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1. INTRODUCTION 
Customer Relationship Management is used to make more 
efficient business-customer relationships in order to maximize 
client satisfaction and thereby improve customer loyalty and 
retention [1]. Data mining techniques are useful to analyze the 

customer behavior. Data Mining grew from the persistent 
growth of techniques used to interrogation masses of data [9]. 
Prediction is done using the relevant data set taken from the 
database on the basis of the attributes. Customer data and 
customer relationships should be stored and maintained. 
Customer loyalty and retention are improved when customer 
satisfaction is more. Customer satisfaction and loyalty are 
attracted more attention in recent years [10]. 

2. CUSTOMER RELATIONSHIP 

MANAGEMENT 
Data mining creates the ideal environment for making 
customer relationship management (CRM). The approaches of 
how data analytics can be used to make various CRM 
functions like customer segmentation, communication 
targeting, retention, and loyalty much more effective are 
present and implemented before. CRM is considered as the 
database marketing of an organization with the database of 
customers [8]. CRM identifies the most profitable customers 
and provides the highest level of service to them. Customer-
centric approach helps to improve customer satisfaction and 

thereby maximize customer retention. 

Good customer relationship management software helps you 
to understand customer expectations and provides services. 
Software must be absolutely secure and hassle-free to use [3]. 

3. PROPOSED WORK 
Predictive analytics analyzes historical data to make good 
predictions. Such predictions rarely take the form of absolute 
statements, and are expressed as values that correspond to the 
behavior taking place in the future [2]. 

The customers with similar purchasing behavior are first 

grouped by means of clustering techniques. Finally, for each 

cluster, an association rules are used to identify the products 

that are frequently bought together by the customers. 

3.1 Clustering Analysis 
Clustering analysis is a data mining technique that maps data 

objects into unknown groups of objects with high similarity. 

Clustering is the task of segmenting a heterogeneous 

population into a number of more homogenous clusters [11]. 

Clustering algorithms are classified into partitional or 

hierarchical.  

 

The k-means clustering is used to cluster observations into 

groups of related observations without any prior knowledge of 

those relationships. In this paper, we apply the k -means 

algorithm to segment customers based on transactions records. 

This algorithm aims to assign a set of n data objects to k 

clusters in order to achieve a high intracluster similarity and a 

low inter cluster similarity.  

The algorithm clusters observations into k groups, where k is 

provided as an input parameter. It then assigns each 

observation to clusters based upon the observation’s 

proximity to the mean of the cluster. The cluster’s mean is 

then recomputed and the process begins again. The algorithm 

arbitrarily selects k points as the initial cluster centers. 

Finally, this algorithm aims at minimizing an objective 

function, in this case a squared error function. The objective 

function 

 

where   is a chosen distance measure between a 

data point and the cluster centre, is an indicator of the distance 

of the n data points from their respective cluster centres. The 

algorithm is composed of the following steps: 
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1. Place K points into the space represented by the 

objects that are being clustered. These are   

represented as initial group centroids. 

2. Assign each object to the group which has the closest 

centroid. 

3. When all objects have been assigned, recalculate the 

positions of the K centroids. 

4. Repeat the steps 2 and 3 until the centroids no longer 

move. This produces a separation of the objects into 

groups from which the metric to be minimized can be 

calculated.     

We must define the initial seeds in the first iteration of the 
algorithm. We have to run k -means with different seeds and 

to choose the ones that have produced the lowest value of a 
criterion function, usually the square-error. Concerning the 

definition of the number of clusters, several heuristics are 
available, as it is not possible to theoretically determine the 

optimal value of the number of clusters [4].  

3.2 Apriori algorithm for Association 

Rules  
Association rules are useful for the analysis of customer data 

[13]. An association rule can be represented in the form X => 

Y, indicating that when product X is purchased, product Y is 

also purchased. X is known as the antecedent and Y is the 

consequent, such that X triggers the purchase of Y. The 

algorithms which can be used for market basket analysis are 

for a generic problem of association: the Apriori algorithm, 

Frequent-pattern growth algorithm [5] and Eclat algorithm. 

These algorithms involve two stages. The first stage concerns 

the discovery of the products which more frequently 

purchased.    The Apriori algorithm is the most well known 

association rule mining algorithm. At first, we give the 

following definitions: 

 

Definition 1 : Given a set of items I = { I1,I2,…,Is), and the 

database of transaction records D = {t1,t2,…,tn}, where t1 = { 

Ii1, Ii2,…,Iik} and Iij €I, an association rule is an implication of 

the form X=> Y where X,Y C I and X ∩ Y = Φ . 

Definition 2: The support (s) for an association rule X=>Y is 

the percentage (%) of transactions in the database that 

contains X U Y. support (X =>Y) = P (X U Y), where P is the 

probability. 

Definition 3: The confidence or strength (Φ) for an 

association rule (X=>Y) is the ratio of the number of 

transactions that contain X U Y to the number of transactions 

that contains X. That is confidence (X=>Y) = P (Y|X).  

Associations among requirements with high support and 

confidence suggest standardization. The algorithm uses the 

following property: If an itemset satisfies the minimum 

support threshold, so do all its subsets. The key of Apriori 

algorithm is to generate the large itemsets and then to generate 

association rules. Association rules are adopted to discover 

the interesting relationship and knowledge in a large dataset 

[6]. 

The problem is decomposed into two sub problems. One is to 

find those itemsets whose occurrences exceed a predefined 

threshold in the database which are called frequent or large 

itemsets. The second problem is to generate association rules 

from those large itemsets with the constraints of minimal 

confidence. Suppose one of the large itemsets is Lk, Lk = {I1, 

I2, … , Ik}, association rules with this itemsets are generated 

in the following way: the first rule is {I1, I2, … , Ik-1}=> 

{Ik}, by checking the confidence this rule can be determined 

as interesting or not. Then other rule are generated by deleting 

the last items in the antecedent and inserting it to the 

consequent, further the confidences of the new rules are 

checked to determine the interestingness of them. Those 

processes are iterated until the antecedent becomes empty. 

The Apriori algorithm finds the frequent sets L in Database D. 

First we can stop generating supersets of a candidate once we 

determine that it is infrequent, since no superset of an 

infrequent itemset can be frequent. Second, we can avoid any 

candidate that has an infrequent subset. These two 

observations can result in significant pruning of the search 

space. 

Find frequent set Lk − 1 

Join Step. 

Ck is generated by joining Lk − 1with itself 

Prune Step. 

Any (k − 1) -itemset that is not frequent cannot be a subset 

of a frequent k -itemset, hence should be removed. 

where 

(Ck: Candidate itemset of size k) 

(Lk: frequent itemset of size k) 

 

Apriori Pseudocode 

Apriori (T, ε) 

 

 Large 1-itemsets that appear in more 

than ε transactions} 

 

While  

Generate (Lk − 1) 

for transactions  

Subset (Ck,t) 

For candidates  

 

 

 
 

Return      

 

4. PROPOSED DESIGN 
This paper develops a method to design retail promotions, 

informed by product associations observed in the same groups 

of customers. Clustering and association rules are used to 

identify customer behavior. We can easily predict the sales 

also. Table 1 shows the customer data. The details can be 

fetched from many databases. 
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Table 1. Customer Data 

Item_id 

 

Item 

 

Quantity 

 

Gender 

 

Date 

 

1 

 

Shampoo 

 

5 

 

F 

 

28/12/2011 

 

2 

 

Hair Conditioner 

 

5 

 

F 

 

28/12/2011 

 

3 

 

Sugar 

 

12 

 

M 

 

28/12/2011 

 

4 

 

Flour 

 

12 

 

F 

 

28/12/2011 

 

5 

 

Toothpaste 

 

2 

 

M 

 

29/12/2011 

 

6 

 

Toothbrush 

 

4 

 

F 

 

30/12/2011 

 

7 

 

Shampoo 

 

5 

 

M 

 

30/12/2011 

 

8 

 

Hair Conditioner 

 

6 

 

F 

 

30/12/2011 

 

9 

 

Toothpaste 

 

21 

 

F 

 

30/12/2011 

 

10 

 

Toothbrush 

 

20 

 

M 

 

30/12/2011 

 

11 

 

Biscuits 

 

15 

 

M 

 

31/12/2011 

 

12 

 

Chocolates 

 

30 

 

M 

 

31/12/2011 

 

13 

 

Shampoo 

 

3 

 

F 

 

31/12/2011 

 

14 

 

Hair Conditioner 

 

5 

 

F 

 

31/12/2011 

 

 

All the details are stored in .csv file format. Using Weka tool, 

the table is analysed. Customer data contains item_id, item, 

quantity, gender and date. Clustering and Apriori algorithm  

are applied using Weka tool. Figure 1 shows the count of each 

attribute values. 

 

Fig 1: Count of each attribute values 
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4.1 K-means Algorithm 
Simple k-means algorithm is then applied. The following 

informations are the result of Weka tool. 

=== Run information === 

Scheme: weka.clusterers.SimpleKMeans -N 2 -A 

"weka.core.EuclideanDistance -R first-last" -I 500 -S 10 

Relation:     data-   

weka.filters.unsupervised.attribute.NumericToNominal-

Rfirst-last-

weka.filters.unsupervised.attribute.NumericToNominal-

Rfirst-last 

Instances: 14   Attributes: 5 

1. Item_id 

2. Item 

3. Quantity 

4. Date 

Ignored: 

5.  Gender 

Test mode: Classes to clusters evaluation on training data  

=== Model and evaluation on training set === 

kMeans 

====== 

 Number of iterations: 2 

 Within cluster sum of squared errors: 37.0 

 Missing values globally replaced with mean/mode 

Table 2 contains the clustering model for gender which 

contains cluster centroids.                               

               Table 2. Clustering Model for Gender 

 Cluster# 

Attribute Full Data 

(14) 

0 

(9) 

1 

(5) 

Item_id            1 3 1 

Item     Shampoo Toothpaste Shampoo 

Quantity 5 12 5 

Date       30/12/2011 30/12/2011 28/12/2011 

 

Clustered Instances 

 9 (64%) 

 5 (36%) 

Class attribute: Gender 

Classes to Clusters: 

 0 1  <-- assigned to cluster 

 4 4 | F 

 5 1 | M 

 Cluster 0 <-- M 

 Cluster 1 <-- F 

Incorrectly clustered instances: 5.0  35.7143 % 

Instances: 14 

Attributes: 5 

1. Item_id 

2. Item 

3. Quantity 

4. Gender 

Ignored: 

              Date 

Test mode: Classes to clusters evaluation on training data  

=== Model and evaluation on training set === 

kMeans 

====== 

 Number of iterations: 3 

 Within cluster sum of squared errors: 25.0 

 Missing values globally replaced with mean/mode 

Table 3 contains clustering model for date which contains 

cluster centroids.                                 

Clustered Instances 

 5 (36%) 

 5 (36%) 

 3 (21%) 
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 1 (7%)  

Table 3. Clustering Model for Date   

 Cluster# 

Attribute Full 

Data 

(14) 

0 

(5) 

1 

(5) 

2  

(3) 

3 

(1) 

Item_id            1 5 1 2 3 

Item     Shampoo Tooth 

brush 

Shampoo Hair 

Con

diti-

oner 

Sugar 

Quantity 5 2 5 5 12 

Gender F M F F M 

Class attribute: Date 

Classes to Clusters: 

 0 1 2 3  <-- assigned to cluster 

 0 2 1 1 | 28/12/2011 

 1 0 0 0 | 29/12/2011 

 2 2 1 0 | 30/12/2011 

 2 1 1 0 | 31/12/2011 

 Cluster 0 <-- 29/12/2011 

 Cluster 1 <-- 30/12/2011 

  Cluster 2 <-- 31/12/2011 

  Cluster 3 <-- 28/12/2011 

Incorrectly clustered instances: 9.0  64.2857 % 

Attributes: 5 

1. Item_id 

2. Quantity 

3. Gender 

4. Date 

Ignored: 

              Item 

Test mode: Classes to clusters evaluation on training data  

=== Model and evaluation on training set === 

kMeans 

====== 

 Number of iterations: 3 

 Within cluster sum of squared errors: 

12.000000000000004 

 Missing values globally replaced with mean/mode 

Table 4 contains clustering model for item which contains 

cluster centroids.                                 

 

Table 4. Clustering Model for Item   

 Cluster# 

Attribute Full 

Data 

(14) 

0 

(3) 

1 

(2) 

2 

(1) 

3 

(1) 

4 

(1) 

5 

(2) 

6 

(3) 

7 

(1) 

Item_id 1 5 7 14 3 13 1 6 4 

Quantity 5                   2 5 5 12 3 5 4 12 

Gender F M M F M F F F F 

Date 30/12/

2011 

31/12

/2011 

30/12

/2011 

31/12

/2011 

28/12

/2011 

31/12

/2011 

28/12

/2011 

30/12

/2011 

28/12

/2011 
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Clustered Instances 

1. 3 (21%) 

2. 2 (14%) 

3. 1 (7%) 

4. 1 (7%) 

5. 1 (7%) 

6. 2 (14%) 

7. 3 (21%) 

8. 1 (7%) 

Class attribute: Item 

 Classes to Clusters: 

 0 1 2 3 4 5 6 7  <-- assigned to cluster 

 0 1 0 0 1 1 0 0 | Shampoo 

 0 0 1 0 0 1 1 0 | Hair Conditioner 

 0 0 0 1 0 0 0 0 | Sugar 

 0 0 0 0 0 0 0 1 | Flour 

 1 0 0 0 0 0 1 0 | Toothpaste 

 0 1 0 0 0 0 1 0 | Toothbrush 

 1 0 0 0 0 0 0 0 | Biscuits 

 1 0 0 0 0 0 0 0 | Chocolates 

 Cluster 0 <-- Biscuits 

 Cluster 1 <-- Toothbrush 

 Cluster 2 <-- No class 

 Cluster 3 <-- Sugar 

 Cluster 4 <-- Shampoo 

 Cluster 5 <-- Hair Conditioner 

 Cluster 6 <-- Toothpaste 

 Cluster 7 <-- Flour 

Incorrectly clustered instances: 7.0  50      % 

Figure 2 shows the cluster for Gender attribute. Figure 3 

shows the cluster for Item attribute. 

 

 

Fig 2: Cluster for Gender Attribute 
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Fig 3: Cluster for Item Attribute 

4.2 Apriori Algorithm 
All data that are recorded in the transaction database is fed as 

input for the Apriori algorithm, which generates rules based 

on the support and confidence measures.Association rules are 

adopted to discover the interesting relationship and 

knowledge in a large dataset [14].  Apriori is designed to 

operate on databases containing transactions [7]. 

=== Run information === 

Scheme:       weka.associations.Apriori -N 18 -T 0 -C 0.9 -D 

0.05 -U 1.0 -M 0.1 -S -1.0 -c -1 

Relation:     data-

weka.filters.unsupervised.attribute.NumericToNominal-

Rfirst-last-

weka.filters.unsupervised.attribute.NumericToNominal-

Rfirst-last 

 Instances:    14    Attributes: 5 

1. Item_id 

2. Item 

3. Quantity 

4. Gender 

5. Date 

=== Associator model (full training set) === 

Apriori 

======= 

 Minimum support: 0.1 (1 instances) 

 Minimum metric <confidence>: 0.9 

 Number of cycles performed: 18 

 Generated sets of large itemsets: 

 Size of set of large itemsets L(1): 38 

 Size of set of large itemsets L(2): 123 

 Size of set of large itemsets L(3): 138 

 Size of set of large itemsets L(4): 70 

 Size of set of large itemsets L(5): 14 

Table 5 contains best rules. 
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Table 5. Best Rules 

Best Rules 

1. Item=Hair Conditioner 3 ==> Gender=F 3    conf:(1) 

 2. Item=Toothbrush 2 ==> Date=30/12/2011 2    conf:(1) 

 3. Quantity=12 2 ==> Date=28/12/2011 2    conf:(1) 

 4. Item=Hair Conditioner Quantity=5 2 ==> Gender=F 2    

conf:(1) 

 5. Quantity=5 Date=28/12/2011 2 ==> Gender=F 2    conf:(1) 

 6. Item_id=1 1 ==> Item=Shampoo 1    conf:( 1) 

 7. Item_id=1 1 ==> Quantity=5 1    conf: (1) 

 8. Item_id=1 1 ==> Gender=F 1    conf:(1) 

 9. Item_id=1 1 ==> Date=28/12/2011 1    conf:(1) 

10. Item_id=2 1 ==> Item=Hair Conditioner 1    conf:(1) 

11. Item_id=2 1 ==> Quantity=5 1    conf:(1) 

12. Item_id=2 1 ==> Gender=F 1    conf:(1) 

13. Item_id=2 1 ==> Date=28/12/2011 1    conf:(1) 

14. Item=Sugar 1 ==> Item_id=3 1    conf:(1) 

15. Item_id=3 1 ==> Item=Sugar 1    conf:(1) 

16. Item_id=3 1 ==> Quantity=12 1    conf:(1) 

17. Item_id=3 1 ==> Gender=M 1    conf:(1) 

18. Item_id=3 1 ==> Date=28/12/2011 1    conf:(1) 

5. CONCLUSIONS 
Analysis of customer behavior enables companies to improve 
support of their customer oriented business processes, which 
aims to improve the overall performance of the enterprise. 
This paper also focuses on getting more customer satisfaction. 

Data mining methodology has a tremendous contribution for 

researchers to extract the hidden knowledge and information 

[12]. The research described in this paper also identified 

significant product association rules within each segment. 

Product association rules can be used to motivate customers to 

increase their purchases and keep loyal to the company. The 

behavior of customers can be easily identified. 

Apriori algorithm is very helpful to find the best association 

rules. The most frequent itemsets can be easily found out from 

the database. In future, other data mining techniques can also 

be applicable when the database is larger.  
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