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1. ABSTRACT 
The analysis of a ternary mixture can be done by using 

analytical instruments like TLC, GLC, HPLC, GC etc. which 

is time consuming & expensive. In the present work Artificial 

neural network modeling has been applied to estimate 

composition of a ternary liquid mixture with its physical 

properties such as refractive index, pH & conductivity. The 

work is extended in developing ANN model for estimation of 

composition of a known ternary mixture for the 

experimentally determined physical properties, refractive 

index, pH & conductivity. Samples having known 

compositions of a ternary liquid mixture, acetic acid-water-

ethanol have been prepared & analysed for the physical 

properties, refractive index, pH & conductivity. ANN models 

1 & 2 with different topologies have been developed based on 

the generated data. The predicted & the actual values using 

ANN models 1 & 2 have been compared based on the % 

relative error. The novel feature of this work has been the 

development of ANN model 1 with the accuracy of prediction 

between 0-3 % for output parameter, mole % water & 0-5% 

for output parameter, mole % acetic acid for training data set 

& ANN model 1 having accuracy level of 0-10% for output 

parameter, mole % water & 0-3% for output parameter, mole 

% acetic acid for test data set. 
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1.1 INTRODUCTION 
Refractive index, pH & conductivity measurements are useful 

industrially for common substances which include oils, 

waxes, sugar syrups etc. An exhaustive literature survey 

reveals that there is data available on physical properties of 

binary & some ternary systems, however very few 

correlations have been reported. [1][2] 

In the present work known composition of a ternary liquid 

mixture, acetic acid-water-ethanol has been used for which 

the refractive index, pH & conductivity have been determined. 

The physical properties, refractive indices, pH & conductivity 

of a ternary liquid mixture is dependent upon its composition. 

Artificial neural network modeling has been applied to 

estimate composition of a ternary liquid mixture with its 

physical properties such as refractive index, pH & 

conductivity. 

 

1.2 LITERATURE SURVEY 

Artificial Neural Network 
An Artificial Neural Network (ANN) is an information 

processing paradigm that is inspired by the way the biological 

nervous system, such as brain processes information. It is 

composed of large number of highly interconnected 

processing elements (neurons) working in unison to solve 

specific problem. [3] 

The most common for chemical engineering application is 

Multi Layer Perception (MLP), which is a feed forward neural 

network. It consists of input & output layers with 2-3 hidden 

layers in between. The nodes between successive layers are 

connected with weights. The outputs from the input layer are 

fed to hidden layer units, which in turn, feed their outputs to 

the next hidden nodes. The hidden node passes the net 

activation through a non-linear transformation of a linear 

function, such as the logistic sigmoidal or hyperbolic tangent 

to compute their outputs. For the training of such a MLP error 

back propagation algorithm suggested by Rumelhart [4] is 

popular. This is based on a nonlinear version of the Windro-

Hoff rule known as Generalized Delta Rule (GDR).the 

schematic of the MLP network developed for the with hidden 

layer and neurons is shown in fig1.  
 

 

 

 

 

 

                Figure 1: Simple feed forward neural network 

There are many applications of ANN reported that include, an 

approach to fault diagnosis in chemical processes[5], fault 

diagnosis in complex chemical plants[6], incipient fault 

diagnosis of chemical process[7], leak detection in liquefied 

gas pipeline[8],[9], for estimation of mass transfer coefficient 

for fast fluidized bed solids[10], modeling of distillation 
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column[11], detergent formulation[12], modeling of unsteady 

heat conduction in semi infinite solid[13], prediction of mass 

transfer coefficient in downflow jet loop reactor[14] , modeling 

of packed column[15], modeling steam table[16], modeling 

Gurney Lurie & Heisler charts[17] & prediction of simple 

physical properties of mixed solvent system by artificial 

neural network [18]. 

1.3 METHODOLOGY 
The methodology adopted for the present work is given 

below; the composition of the given ternary mixture can be 

defined by mentioning mole % of any two components of the 

mixture. The ternary mixture having known compositions of 

acetic acid, water and ethanol have been prepared. The 

refractive index, pH & conductivity of each sample have been 

determined. ANN model with different topologies have been 

developed using elite-ANN© [19]. The models developed in the 

present work correlates the composition of the ternary mixture 

expressed as mole % of water and acetic acid. The physical 

properties such as refractive index pH & conductivity, 

referred in the present work as input parameters & the 

composition of the ternary mixture as output or dependent 

parameters. 
 

1.3.1 ANN approach in modeling of estimation of 

composition of the ternary liquid mixture with the physical 

properties such as refractive index, pH & conductivity 
The accuracy of the ANN model is dependent upon the 

number of hidden layers & number of neurons in each hidden 

layer. The topology of the ANN models 1 & 2 developed in 

the present work is given in table 1. 

The experimental data set of 66 points is divided into two 

parts, training & test data sets having 57 & 9 data points 

respectively. 

 

Table 1: Neural Network Topology 

 

The developed models have been used for the estimation of 

the output parameters for both the training & test data sets. 

Comparison has been carried out between actual and predicted 

values of output parameters. Comparison has also been 

carried out between predicted values among ANN model 1 

and model 2. 

1.3.2 Results and Discussion: 

A graph is plotted between the actual and predicted values of 

output parameters, mole% water & mole% acetic acid 

respectively for training data set for ANN model 1 & 2 as 

shown in figures 2 & 3 respectively. It can be said that the 

actual & predicted values are close to each other. 

 

Figure 2: Graph showing the relation between actual and 

predicted values for ANN model 1 & 2 for training data set 

for prediction of mole % water                               

 

 
 

Figure 3: Graph showing the relation between actual and 

predicted values for ANN model 1 & 2 for training data 

set for prediction of mole % acetic acid                                                                 

 
Similarly, a graph is plotted between the actual and predicted 

values of output parameters namely mole% water & mole% 

acetic acid respectively for test data set for ANN model 1 & 2 

as shown in fig. 4 & 5 respectively. 
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Fig. 4: Graph showing the relation between actual and 

predicted values for ANN model 1 & 2 for test data set                               

 

Figure 5: Graph showing the relation between actual and 

predicted values for ANN model 1 & 2 for test data set.                                     

 
 

1.3.2.1 Comparison of the accuracy of the Model 1 

and Model 2 training data set 

The accuracy of the ANN models developed has been further 

studied by calculating the relative error for all the data points 

of the output parameters. Fig no.6 & 7 show the graphs 

plotted between the % relative error for the output parameters, 

composition of mixture expressed as mole % water and 

composition of mixture expressed as mole % acetic acid , for 

ANN model 1 & ANN model 2 respectively. It is seen that 

there are deviations of the percentage relative errors from the 

mean path of the ANN model 1 & 2. The range of relative 

errors for the output parameter, composition of mixture 

expressed as mole % water, for ANN model 1 & ANN model 

2 is 0-10% & 0-3% respectively. Similarly the range for the 

second output parameter, composition of mixture expressed as 

mole % acetic acid, for ANN model 1 & ANN model 2 is     

0-20% & 0-1% respectively. As the % relative error for ANN 

model 2 is lower for both the output parameters than 

estimated by ANN model 1, hence it can be inferred that the 

ANN model 2 is superior to the ANN model 1. 

% Relative error = Actual data – Predicted data   * 100 

                                        Actual data 

 

 

 

Figure 6: Comparison of the relative error for estimation 

of mole % of water for ANN model 1 & 2 for training data 

set 

 

Figure 7: Comparison of the relative error for estimation 

of mole % of acetic acid for ANN model 1 & 2 for training 

data set. 

 

 
 

1.3.2.2 Comparison of the accuracy of the Model 1 

and Model 2 for test data set 

The accuracy of the ANN models developed has been further 

studied by calculating the relative error for all the data points 

of the output parameters. Fig no.8 & 9 show the graphs 

plotted between the % relative error for the output parameters, 

composition of mixture expressed as mole % water and 

composition of mixture expressed as mole % acetic acid , for 

ANN model 1 & ANN model 2 respectively for training data 

set. It is seen that there are deviations of the percentage 

relative errors from the mean path of the ANN model 1 & 2. 

The range of relative errors for the output parameter, 

composition of mixture expressed as mole % water, for ANN 

model 1 & ANN model 2 is 0-10% & 0-20% respectively. 

Similarly the range for the second output parameter, 

composition of mixture expressed as mole % acetic acid, for 

ANN model 1 & ANN model 2 is 0-3% & 0-20% 

respectively. As the % relative error for ANN model 1 is 

lower for both the output parameters than estimated by ANN 

model 1, hence it can be inferred that the ANN model 1 is 

superior to the ANN model 2. 
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Figure 8: Comparison of the % relative error for 

estimation of mole % of water for ANN model 1 & 2 for 

test data set 

 

Figure 9: Comparison of the % relative error for 

estimation of mole % of acetic acid for ANN model 1 & 2 

for test data set 

 
1.4 CONCLUSION 

The present work has been successful in demonstrating the 

utility of artificial neural network in estimating composition 

of a ternary liquid mixture with its physical properties such as 

refractive index, pH & conductivity .The ANN model 2 

developed has  accuracy level of  0-3 % for output parameter , 

mole % water & 0-5% for output parameter, mole % acetic 

acid for training data set & ANN model 1 having  accuracy 

level of 0-10%  for output parameter, mole % water & 0-3% 

for output parameter, mole % acetic acid for test data set.  

It can be concluded that the present work has successfully 

targeted the objective. It is felt necessary that similar such 

case studies should be carried out to further substantiate this 

claim. 
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